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Preface

International Conference on Metaverse and Artificial Companions in Education and Society
(MetaACES) is one of the Asia-Pacific Society for Computers in Education (APSCE) Theme-based
International Conference Series. MetaACES 2025 is the third international conference, organized by
The Education University of Hong Kong (EdJUHK) and co-organized by Southern University of

Science and Technology (SUSTech).

Metaverse and Al companions in education and society cover a wide variety of research topics. They
include companionship of human and virtual entities involving applications in hardware and software
forms using Al techniques. Al techniques can be in the form of multimodal processing and analytics
in languages, visions, speeches, and other modalities of interaction. We call for submissions from
researchers doing research in these hot topic areas. We are particularly interested in research that uses
deep learning methods to support interactions between humans and Al companions in a variety of
real-world educational and societal applications. These topics also include assistive robotics in
addition to formal and informal learning, training, workforce, and other forms of cognitive and

emotional support.

MetaACES 2025 is held on 18-20 June 2025. Days 1 and 2 of the conference are held at EQUHK’s
Tai Po Campus, while Day 3 is held at SUSTech’s Campus in Shenzhen. The conference this year

includes keynote speeches, a teacher forum and paper presentations.
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Conference Theme:
MetaACES 2025 focuses on the themes related to education and society. The main themes of

MetaACES 2025 include but are not limited to the following (in alphabetical order):

Track 1: Al and Artificial Companions in Education
e Atrtificial Companion in Education
e Atrtificial Intelligence (Al)
e Automated Feedback
e Behaviour and/or Interaction Modeling, Detection and Visualization
e Big Data Analyzed and Processed by Computers
e Chatbot
e Computational Models of Knowledge and Expertise
e Computer Supported Discussion Analysis and Assessment
e Educational Robots and Toys
e Enhancing Grading, Scoring and Feedback
e Game Analytics
e Intelligent Agents
e Intelligent Tutors and Mentors
e Learning Companion Robots (Robotic Learning Companions)
e Learning Analytics in Educational Games
e Learning Companions
e Natural Language Processing supported Tools, Systems, Applications, Mobile Apps, and
Chatbots
e Roles of Artificial Companions in Metaverse
¢ Role Playing Games for Learning
e Security and Privacy Issues
e Sentiment Analysis
e Simulation and Training (Skill, Competence, Vocational Learning)

e Speech Recognition and Synthesis



e Stealth Assessment

e Unstructured and Semi-structured Data for Computer to Read and Learn
Track 2: Metaverse in Education

e Assessment in Games and Virtual Worlds

Authentic Environments and Worlds

e Avatars or Player Characters for Learning
e Educational Applications of Metaverses
e Internet of Things (10T), Internet of Everything (IoE), and/or Sensors
e Metaverse in Education
e Non-Player Characters for Learning
e Virtual and Augmented Learning Environments
e Virtual Characters in Learning and Life
e Virtual Companions in Learning and Life
e VR, AR and Simulation Technology
Track 3: Social Issues

e Atrtificial Companion in Society

Bridging Informal and Formal Learning Outcome

e Emotion (Affective State) Modeling, Recognition and Detection
e Emotive Agents

e Human Computer Interaction (HCI)

e Human Robot Interaction (HRI)

e Languages, Thinking Skills, Meta-cognitive Skills, Cognitive Skills, and STE(A)M
e Metaverse in Society

e Motivational and Affective Factors on Learning with Technology
e Personal Learning Environments (PLE)

e Social Network Analysis (SNA)

e User Experience (UX) Evaluation

e Virtual Animal Learning Companions

Teacher Forum



The conference received a total of 26 submissions (11 full papers, 4 short papers and 11 poster papers)

by 62 authors from 6 countries/regions (see Table 1).

Table 1: Distribution of Accepted Papers for MetaACES 2025

Country / Region No. of Authors Country / Region No. of Authors
Hong Kong SAR Croatia

China New Zealand
Taiwan Poland

The International Programme Committee (IPC) is formed by 55 Members and 5 Co-chairs worldwide.
Each paper with author identification anonymous was reviewed by at least three IPC Members.
Related sub-theme Chairs then conducted meta-reviews and made recommendation on the acceptance
of papers based on IPC Members’ reviews. With the comprehensive review process, 23 accepted

papers are presented (9 full papers, 4 short papers and 10 poster papers) (see Table 2) at the conference.

Table 2: Paper Presented at MetaACES 2025

Track Full  Short Poster Total
Paper Paper Paper
- Track 1: Al and Artificial Companions in Education 3 3 2 8
- Track 2: Metaverse in Education 5 0 1 6
- Track 3: Social Issues 1 1 0 2
- Teacher Forum 0 0 7 7

The conference comprises keynote speeches by internationally renowned scholars; a teacher forum,

as well as academic and poster paper presentations.

Academic and Poster Paper Presentations

There are 7 sessions of academic and poster paper presentations with 16 papers (9 full papers, 4 short
papers and 3 poster papers) in the conference. Worldwide scholars present and exchange the latest
research ideas and findings, which highlight the importance and pathways of metaverse and artificial

companions in education and society sectors.



Teacher Forum

There are 2 sessions of teacher paper presentations with 7 papers in the conference. K-12 teachers
share best practices and key challenges in implementing metaverse and artificial intelligence

education in various countries/regions.

On behalf of the Conference Organizing Committee, we would like to express our gratitude towards

all speakers as well as paper presenters for their contribution to the success of MetaACES 2025.

We sincerely hope everyone enjoys and gets inspired from MetaACES 2025.

Prof. Siu Cheung KONG
The Education University of Hong Kong, Hong Kong SAR

Conference Chair of MetaACES 2025

Prof. Yu-Ju LAN
National Taiwan Normal University, Taiwan

Program Chair of MetaACES 2025

Prof. Jianhua ZHAO
Southern University of Science and Technology, China

Program Co-Chair of MetaACES 2025

Prof. Yanjie SONG
The Education University of Hong Kong, Hong Kong SAR

Track Chair of MetaACES 2025

Prof. Tanja MITROVIC
University of Canterbury, New Zealand

Track Chair of MetaACES2025
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Challenges and Strategies of ChatGPT in Foreign Language Teaching:

A Literature Review Based on Articles Published in the Past Three Years

Wen SHEN?, Chunlin LEI?", Meimei WANG
1233hanghai University of International Business and Economics, Shanghai
Ishenwen0114@163.com > 2leichunlin@suibe.edu.cn

Abstract: It is indisputable that artificial intelligence (AI) , represented by ChatGPT, is exerting an increasingly
significant influence on foreign language teaching and learning. However, while empowering foreign language education,
intelligent technologies also bring about a wide range of challenges. Based on 70 research papers on the application of
ChatGPT published from 2023 to 2025, this paper focuses on and reviews the problems and drawbacks of using artificial
intelligence in foreign language teaching and learning. Corresponding measures and strategies are also summarized. The
significance of this paper lies in encouraging all stakeholders to proactively prepare, leverage strengths and mitigate

weaknesses to better utilize artificial intelligence for learning.

Keywords: ChatGPT, Foreign language teaching, Challenges, Strategies
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Abstract: With the increasing adoption of Al tools like ChatGPT and DeepSeck, questions have been raised about their
impact on cognitive and affective learning outcomes. This study explores the role of ChatGPT in students’ use of Al for
English grammar learning, investigating differences in variables such as gender, academic discipline, and purpose of use,
based on Trait Activation Theory. The study utilizes t-tests and ANOVA to analyze ChatGPT usage across three dimensions:
ChatGPT addiction, ChatGPT self-efficacy, and continuous intention, comparing variables like gender differences,
academic major, and primary use of the platform. Significant gender differences were found in technological innovation,
ChatGPT addiction, and ChatGPT self-efficacy, with females outperforming males across all dimensions. Academic
major also showed significant differences, with science majors scoring higher than liberal arts majors. In comparing
primary platform use, significant differences were noted in ChatGPT addiction and continuous intention. Scheffé s post
hoc analysis indicates that time passing (TP) scores higher than answer seeking (AS) and creativity (C), with the order
TP > AS > C. For sustained engagement, significant differences were observed between academic writing (AW) and time

passing (TP), with scores ranked as TP > AW > C.

Keywords: ChatGPT, self-efficacy, addiction, continuous intention, chatbot-based learning

1. Introduction

Learning through chatbots has been widely adopted and proven effective in enhancing knowledge and skills while
fostering learners' engagement (Hwang & Chang, 2023). Zhang et al. (2023) explored chatbot-based learning's impact on
intrinsic motivation, self-efficacy, knowledge development, and learner engagement. Chatbot-based learning
demonstrates greater potential with the integration of generative Al, which learns from data, generates meaningful content,
and personalizes it based on specific needs. ChatGPT, a leading example of generative Al, excels in natural language
processing, including translation, question-answering, and cloze tasks (Brown et al., 2020; Zhang et al., 2025). For
example, Tram et al. (2024) noted that English as a Foreign Language learners used ChatGPT for primary and secondary
learning, supporting reading, writing, vocabulary, and grammar. Moreover, Annamalai et al. (2024) indicated that
autonomy and relatedness predicted English as a Foreign Language students' competence that motivate them for
continuous intention, with autonomy being the most important and highest-performing factor. Despite valuing ChatGPT,
most learners face challenges using it, highlighting the need to explore adoption factors. Morris et al. (2023) indicated
that social media addiction can result in negative emotional and behavioral consequences due to extended and excessive
engagement. However, few studies have examined ChatGPT addiction across different age groups, genders, majors, and
usage purposes. Therefore, this study explored the factors that may influence individuals' ChatGPT self-efficacy
(ChatGPT-SE), ChatGPT addiction, and continuous intention (ChatGPT-CI) in the context of English grammar learning.

1.1 The purpose of this study
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Bandura's socio-cognitive theory conceptualizes self-efficacy as an individual's confidence in their ability to perform
actions required to manage future situations (Bandura, 1977). Al self-efficacy refers to individuals' overall confidence in
their capability to utilize and engage with Al (Wang & Chuang, 2024). Within the educational context, ChatGPT SE is
described as students' belief in their competence to utilize, engage with, comprehend, and acquire knowledge about Al
technologies and applications. Additionally, it explores whether individuals exhibit addiction to ChatGPT and intentions
for continuous use under different usage purposes. Building on this, the study aims to investigate how factors such as
gender, usage purposes, and academic majors influence ChatGPT-SE, addiction, and CI. By analyzing these variables,
the research seeks to uncover patterns and differences in how diverse demographic and contextual factors shape users'
interactions with Al technologies. Furthermore, the findings will provide valuable insights into the educational
implications of these influences, highlighting how tailored strategies can be developed to enhance Al integration in
education, promote equitable access, and address the unique needs of different student groups.

1.2 Hypotheses

Trait Activation Theory (Tett & Burnett, 2003) was applied to explain how psychological and personal traits shape
individuals' behavior across different contextual cues (Bisht & Mahajan, 2021). It was identified as a suitable theoretical
framework for analyzing the impact of self-construal on the intention to use technology tools. Building on TAT, this study
aimed to investigate the differences across gender, academic majors, and usage purposes. To explore their difference,
three hypotheses were proposed as follows:

H1: There are significant difference in ChatGPT-addiction, SE, and CI across different gender.
H2: There are significant differences in ChatGPT-addiction, SE, and ClI across different academic majors.
H3: There are significant differences in ChatGPT-addiction, SE, and CI across different usage of purposes.

2. Method

2.1. Participants and Procedure

A total of 213 responses were collected over a four-week period. After excluding invalid submissions, including
incomplete responses, 183 valid returns were used for statistical analysis. Among the 183 valid responses, 101 (55.2%)
were from male participants and 82 (44.8%) from female participants. In terms of educational level, 126 respondents
(68.9%) were undergraduate students, while 57 (31.13 %) were graduate students. Regarding age, 126 participants (68.9%)
were between 18 and 23 years old, and 57 (31.1%) were over 23 years old. Concerning academic majors, 80 participants
(43.71%) were enrolled in science, whereas 103 (56.3%) were from liberal disciplines. Regarding the ChatGPT versions
used, 28 participants (15.3%) had experience with ChatGPT-40, while the remaining 155 (84.7%) had used ChatGPT-4.

2.2. Development of the Questionnaires

The questionnaire was modified and translated from previous studies and employed a 5-point Likert scale, where
“strongly disagree” counted as 1 point, “neutral” counted as 3 points, and “strongly agree”. After its development, five
domain experts evaluated its face validity. Following this, reliability and validity tests were performed to confirm its
accuracy.

ChatGPT-addiction: Digital addiction refers to a form of dependency arising from the excessive and problematic
use of modern technological devices, a topic that has been extensively debated since 2013 (Ime et al., 2024). To explore
ChatGPT addiction, the scale was developed based on the digital addiction scale for children created by Hawi et al. (2019),
which assesses various behaviors exhibited by children when using digital devices. The reliability of the scale was
evaluated, with a Cronbach’s o of 0.936.

ChatGPT-SE:
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Digital Self-Efficacy, referring to an individual's confidence in their capability to effectively utilize digital tools, has
gained growing significance (Ulfert-Blank & Schmidt, 2022). In this study, we developed four items to measure
ChatGPT-SE, for example, “When I encounter issues using ChatGPT, I feel that I can resolve them” and “When I come
across new issues with using ChatGPT, I am confident I can find a way to resolve them.”

ChatGPT-ClI:

The ongoing intention to use digital systems is essential for maintaining long-term educational benefits (Henriquez
& Hilliger, 2024). This study adopted the continued intention to use facial recognition systems index (Hong et al., 2022),
which demonstrated high reliability with a Cronbach’s o of 0.961. To explore the influence of ChatGPT-CI in this study.
Four items were included to examine ChatGPT-CI.

2.3. Data Analysis

In this study, Confirmatory Factor Analysis (CFA) was applied, using IBM SPSS AMOS 20 statistical software to
assess the reliability and validity of the research instruments. Considering the Hawthorne effect, a control group was not
included for comparison. Therefore, a single-group quasi-experimental design was adopted to test the research hypotheses
(Jones, 1992). For data analysis, a one-way ANOVA was conducted using SPSS version 23 to compare the differences
among the three groups.

3. Result

3.1. Construct Reliability and Validity

The study initially evaluated the reliability of the statistical data through Composite Reliability (CR) and Cronbach's
a coefficient. Higher CR values indicate stronger correlations between the measurement items. According to the
guidelines provided by Hair et al. (2019), a values above 0.6 are provisionally acceptable, with adjustments to wording
or the addition of items permitted if necessary. In this study, all Cronbach's a values exceeded 0.86, and CR values were
greater than 0.91. Secondly, convergent validity was examined by verifying whether the Average Variance Extracted
(AVE) values were above 0.5, following Hair et al. (2024) recommendations. Additionally, the factor loadings of all items
within three constructs were found to be significant and exceeded 0.71. Both criteria were met, indicating acceptable
convergent validity, as shown in Table 1.

Table 1. Reliability and validity analysis.

Construct M SD Cronbach’sa  CR FL AVE
ChatGPT-addiction 2.02 .96 91 .94 71 .79
ChatGPT-SE 3.50 .80 .86 91 .78 71
ChatGPT-CI 3.43 87 .86 91 .80 71

3.2. Analysis of Variance

This study applied t-tests and one-way ANOVA to analyze the differences in background variables across various
dimensions. The results are presented in Tables 2 to 4. As shown in Table 2, gender differences were significant in
ChatGPT addiction (t =2.11*, p < .05) and ChatGPT self-efficacy (t =2.07*, p < .05), with female participants scoring
higher than males. Table 3 shows that there were significant differences in major fields of study across all dimensions (t
=3.83***, p <.001), with science majors scoring higher than liberal majors. Lastly, as presented in Table 4, the primary
purpose of using ChatGPT showed significant differences in ChatGPT addiction (F =3.99**, p < .01). Post hoc analysis
using Scheffe's test indicated significant differences between "time passing" and "answer seeking" (p < .05) as well as
"time passing" and "creativity" (p < .01), with the mean scores showing that "time passing" was higher than "answer
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seeking", which was higher than “creativity". Regarding the intention to continue using ChatGPT, significant differences
were also observed (F =5.84*** p < .001). Post hoc analysis revealed that “creativity" significantly differed from
"academic writing" (p < .01) and "time passing" (p < .01), with the mean scores indicating that "time passing" was the
highest, followed by "academic writing," and then "creativity".

Table 2. Gender differences across constructs.

Construct Gender N M SD t p
ChatGPT-addiction male 101 1.88 91 2.11 .04*
female 82 2.20 1.08
ChatGPT-SE male 101 3.39 .85 2.07 .04*
female 82 3.63 72
ChatGPT-CI male 101 3.33 94 1.78 .08
female 82 3.56 T7

Table 3. Science and liberal major differences across constructs.

Construct Major N M SD t p
ChatGPT-addiction science 104 1.79 .81 3.60 .00***
liberal 79 2.33 1.14
ChatGPT-SE science 104 3.31 7 3.83  .00***
liberal 79 3.75 .78
ChatGPT-CI science 104 3.18 .84 485  .00***
liberal 79 3.77 .79

Table 4. Differences across constructs by primary ChatGPT usage purpose.

Construct usage purpose N M SD SE F p
ChatGPT-addiction answer seeking 113 1.99 .98 .09 3.99 .01**
academic writing 32 2.08 1.07 19
time passing 12 2.88 1.05 .30

creativity 26 1.71 .79 A5
ChatGPT-SE answer seeking 113 3.43 .84 .08 1.01 .39

academic writing 32 3.56 .69 A2
time passing 12 3.81 43 A2
creativity 26 3.56 .87 A7

ChatGPT-CI answer seeking 113 341 .87 .08 5.84 00***
academic writing 32 3.69 .68 A2
time passing 12 4.00 .67 19
creativity 26 2.94 .90 .18

4. Discussion

The study investigated ChatGPT addiction across genders, academic majors, and usage purposes. It further explored
the traits that may impact individuals' ChatGPT-SE and ChatGPT-CI. This study applied Trait Activation Theory,
gathered 183 valid responses, and utilized t-test and ANOVA to conduct an empirical investigation. Four hypotheses were

verified as follows.
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Andreassen et al. (2016) define internet addiction as the excessive use of social media, where an individual devotes
S0 much time and energy to it that it impacts their daily activities. The results showed that the average of female’s
ChatGPT-addiction was M = 2.20, SD = 1.08, ChatGPT-SE ChatGPT-addiction was M = 3.63, SD = 0.72. These averages
indicated that there were gender significant differences across addiction and self-efficacy, indicating that male had lower
levels. This finding is consistent with the study conducted by Kor and Shoshani (2023), which indicated that females
spent more hours on the internet. Additionally, Wang and Zhang (2023) discovered that females had higher averages in
sense of efficacy, learning quality, and perceived learning achievement. Considering ChatGPT as a form of social media
and analyzing gender differences in ChatGPT addiction and SE, this study found support for H1. By examining the
differences between science and liberal majors in three constructs, the study found significant differences in ChatGPT
addiction, SE, and CI across different majors. That is, Valeri et al. (2025) revealed that ChatGPT is widely used by
participants across science subjects, with notable adoption in biology, primarily serving as a tool to aid in the
comprehension of concepts. However, there were significant differences in self-efficacy, continuous intention and
addiction between science and liberal majors, with science majors showing significantly lower averages in both
dimensions. Future research can further explore this issue, providing suggestions for researchers and educators in STEM
teaching. Lastly, Moravec et al. (2024) explored how the use of ChatGPT can reveal the impact of deep learning on
individuals' intentions to use this tool for different purposes. For instance, the primary purpose for using ChatGPT was
for passing time, followed by work. This finding was consistent with the present study. However, the study also explored
various aspects of ChatGPT addiction and CI. Significant differences were found across the three constructs for different
usage purposes. The results showed that using ChatGPT for passing time and academic writing had higher average scores
compared to other purposes, indicating that this group exhibited higher levels of addiction and a stronger intention to
continue using ChatGPT.

The primary aim of this study was to examine the role of ChatGPT in students' use of Al for learning English grammar,
focusing on the differences in variables like gender, academic discipline, and usage purposes. In future work, based on
the present research showing that different purposes for using ChatGPT are associated with varying levels of addiction,
self-efficacy, and continuous usage, it may be suggested that researchers further explore the underlying factors influencing
these differences, such as individual learning styles, motivation, and contextual variables. Additionally, teachers may
consider integrating ChatGPT strategically into their instructional practices to enhance students' learning outcomes while
promoting healthy usage habits and fostering digital literacy skills.
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Abstract: This paper describes the design and implementation considerations of educational robots based on novel high-
performance components. The paper lays out the architecture of a robotics system together with its interfaces towards the
specific applicative educational solutions with an overall aim of achieving seamless learning scenarios in educational
robotics. The applicative scenarios illustrated as part of this paper provide seamless opportunities for students with
various educational backgrounds, levels of knowledge and affinities. The modular architecture of the system, coupled
with the high-power hardware components and well-designed application interfaces, open opportunities for further

developments in the field of educational robotics coupled with the metaverse technologies.

Keywords: educational robotics, metaverse, system architecture, application interfaces

1. Introduction

In the past decade, the field of robotics has gained great traction and popularity in education. Robotics in education
has a long history, though its widespread adaption began in the 2000s. The technology proved valuable not only for
teaching technical subjects but also for language and science education. Educational robots serve diverse roles in learning,
ranging from instructional tools to interactive learning partners. At the beginning educational robots used in classroom
settings involved primarily physical robots. For instance, the HERO series in the 1980s (Lépez-Belmonte et al., 2021)
and LEGO Mindstorms introduced in 1998 which (Christopoulos et al., 2022) were designed for hands-on learning
experiences within educational environments. However, the integration of virtual reality (VR) into education, accelerated
by the COVID-19 pandemic, has transformed this field. The pandemic necessitated remote learning solutions, promoting
educators to adopt VR technologies. This shift driven by immersive technologies and seamless learning principles has
expanded educational robotics beyond traditional classrooms, enabling students to interact with virtual robots and
simulations, thereby broadening and enriching learning experiences

Educational robotics is constantly evolving in terms of technology and educational approaches, where novel hardware
developments open significant opportunities for development or innovative educational solutions. This is especially the
case where the integration of novel artificial intelligence technology is concerned. Advanced computer vision technology
and language models are now becoming standard building blocks of an educational robotics solution, which opens the
possibilities for the design and implementation of learning activities which are more interactive and based on novel
pedagogies.

In this paper we propose the architecture of an educational robotics system based on novel technological
advancements and propose an architecture based on ROS2 components and interfaces. Such a modular design allows for
a unified approach towards both physical and virtual educational robots, where the applications and services are designed

as system-type agnostic and serve to drive both virtual and physical educational robotics solutions.
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The paper is organized as follows: after the introductory chapter, an account of theoretical approaches underpinning
educational robotics is given. This is followed by the description of the system architecture with both its internal structure

and external application-oriented interfaces. The paper concludes with an overview of future developments.

2. Theoretical Background: Educational Robotics in the Metaverse

Educational robotics has witnessed significant advancement in the past decade. The most commonly used robots fall
into three main categories: wheeled robots, robotics kits, and social robots. Wheeled robots use wheels for navigation and
come in several forms: two- or four-wheeled robots (Kramins et al., 2024), car-like robots, line-following robots, and
omnidirectional wheeled robots (Escobar et al., 2020). Robotics kits serve as educational tools for teaching programming,
electronics, and technology through hands-on construction. These kits include controllers, motors, sensors, and building
components that allow students to create various robots—from line-following and wheeled robots (Joventino et al., 2023)
to systems using physical blocks, tiles, and tangible objects (Hsu et al., 2024), as well as modular designs (Lopez-
Rodriguez & Cuesta, 2020). Social robots, designed for human and robot interaction, serve multiple roles in education:
music companions, pet robots, tutors, guides, and language learning aids (Hakim et al., 2024; Khairy et al., 2021; Sui et
al., 2020). Additional categories include robotic arms (Da Silva et al., 2023), toy robots (Rodriguez Corral et al., 2019),
humanoid robots (Tutul et al., 2024), service robots (Mahmud et al., 2021), and autonomous robots (Naya-Varela et al.,
2023), among others. Augmented and virtual reality offers a more realistic and immersive experience. The major subjects
and educational activities involving educational robotics are robotics, STEM education, and engineering. Robotics
education takes place in both formal and informal settings (Dahal et al., 2023), encompassing basic concepts, sensors,
remote labs, competitions, and loT applications. The field has grown to include home automation, simulation, and
autonomous systems (Rukangu et al., 2021).

Of special importance are the sim-to-real approaches as virtual and simulated environments encourage students to
work harder in real settings by equalizing their class level (Joventino et al., 2023). Due to hardware limitations, virtual
laboratories offer an effective alternative. Simulations help equalize student skills early on, while combining virtual and
physical robots reduces cognitive load (Zhong et al., 2023). These technologies provide new opportunities for immersive
and personalized learning, offering advanced context awareness and seamless transitions between real and virtual worlds.

These technological advances open opportunities for seamless learning and the continuous flow of learning
experiences across different environments, devices, and time. It allows learners to access personalized resources anytime
and anywhere, promoting autonomy and engagement (Kerawalla et al., 2007). The educational metaverse takes this
concept further by creating immersive digital environments where learners can interact through virtual identities,
augmented reality, and wearable devices. Combining elements of lifelogging, mirror worlds and virtual words (Samala
et al., 2023), the metaverse enables real-time collaboration without the constraints of physical location (Zhang et al.,
2022). This aligns with seamless learning principles by enabling continuous learning across different contexts (Sharples
et al., 2012) and devices (Wong, 2012).

3. Systems Design and Architecture

To facilitate easier development and deployment of educational robotics applications and to facilitate the sim-to-real
approach to educational robotics, the modular robotics system based on ROS2 components is proposed. Both physical
and virtual robots utilize ROS2 as a middleware to improve interoperability and share the same underlying architecture,
as illustrated in Figure 1. The communication system is designed as a ROS2 solution and is structured around a distributed
network of nodes. A node functions as a fundamental computational unit, representing a single process responsible for

executing specialized tasks such as sensor data processing, motion control, or Al inference (ROS 2 Documentation: Nodes,
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n.d.). Multiple nodes operate concurrently and typically communicate by exchanging messages on topics through a
publish-subscribe mechanism (ROS 2 Documentation: Topics, n.d.).

While certain architectural components, such as sensors, actuators, and layers that directly interact with them, are
inherently specific to either virtual or physical platforms, the core logic, including the recognition and planning layers,
remains fully transferable between the two platforms. This transferability is achieved by standardizing the interfaces
between transferable and non-transferable components using ROS2 topics.

To support varying levels of abstraction, nodes in the recognition and planning layers are implemented as lifecycle
nodes. This design allows multiple nodes to run within these layers while only activating those currently needed. For
instance, simpler interactions, such as natural language processing for robot movement, could involve a set of nodes
dedicated to interpreting commands in natural language. Conversely, more complex interactions may involve nodes that
control the robot by receiving velocity values for each wheel, representing a more advanced form of control (Jakic et al.,
n.d.).

ROS52 Middleware

Transferable Components

Perception Recognition Planning Control
> — »
Layer Layer Layer Layer
A
v
Sensors Actuators
Camera Motors

Figure 1. System architecture of virtual and physical robots

To facilitate easier programmatic robot control for the educational robotics programming applications and integration
with ROS2, a web server component was designed. The server functions as an application programming interface (API)
receiving HTTP or HTTPS requests to the designed routes and forwards the call to functions defined within ROS2 nodes.
The nodes map these parameters into commands that are sent to the robot initiating direct robot control. In addition to its
API functionality, the web server also serves standard web content.

The proposed architecture facilitates the sim-to-real approach by defining a simple workflow for processing HTTPS
requests that are then mapped to low-level robot commands targeting either virtual or physical robots. The commands
sent from web-applications are sent as a JSON payload to the central web service, which then forwards them to dedicated
functions for processing the robot movement and other functions. In such an approach, high-level commands are mapped
to specific actions, such as scaling speed and setting the direction to adjusting joint velocities, which determines robot
wheel movement. Finally, these parameters are packaged into state messages, such as the message
that holds data to describe the state of a set of torque-controlled joints, and published through the ROS2 publisher to the

subscribed physical and virtual robots subscribes, finally resulting in the desired robot operation.
4. Applications for Learning Educational Robotics

Building on the proposed architecture, applicative interfaces for controlling both physical and virtual robots is

proposed. This is demonstrated via the use of three web applications that enable students to control virtual or physical
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robots remotely from any location. Applications use block-based features for computational thinking educational
approaches, a highly interactive controller solution for real-time robot control, and a virtual avatar with features for
collaborative conversation. Figure 2 illustrates the system workflow, where the key component is a web service which
receives requests from web applications, and forwards the commands to the virtual and physical solutions using the
underlying ROS2 architecture described in the previous chapter. During the system use, students are able to observe both

the physical and/or virtual robot operation via the continuous livestream in the Nvidia Isaac Sim environment.

N N
| Low level commands > Medium level commands >High level command>
%

Block programming Avatar

Controller

Systems Interface
Services

Robot Robot simulation

Figure 2. High Level Overview of the System Application Layer

The presented applications offer varying levels of abstraction in robot control, teaching robot operation and
kinematics in a manner tailored to the age and expertise of their students. Younger learners or those with less experience
utilize interfaces via natural language commands, assisted by an avatar. More experienced young learners use block-based
robot control for practicing computational, strategic thinking, and problem-solving skills. More seasoned learners can still
utilize block-based interfaces to build solutions which aim at better understanding of the mechanics of robot movement
and to learn about the methodologies that ensure seamless integration of the system’s various motion components. The
approach allows for seamless learning scenarios where students who initially use high-level commands to gain an
understanding of the robot’s motion, subsequently switching to low-level commands to simulate and potentially enhance
those movements. This approach offers students of varying experience, knowledge and age groups an environment to
develop fundamental understanding of robotic systems, but also to make innovative advancements within.

5. Conclusions

This paper has explored the design and implementation of an educational robotics system that leverages advanced
hardware components and a modular architecture based on ROS2. By integrating both physical and virtual robotics
solutions, the proposed framework enhances interoperability and facilitates seamless learning experiences across diverse
educational contexts. The seamless transition between physical and virtual robotics environments not only mitigates

17



Kong, S. C,, Lan, Y. J., Zhao, J. H., Song, Y. J., & Mitrovic, T. (Eds.). (2025). Proceedings of the 3rd International
Conference on Metaverse and Artificial Companions in Education and Society. Hong Kong: The Asia-Pacific Society for
Computers in Education.

hardware use limitations but also fosters a more flexible and scalable approach to robotics education. By opening
opportunities for real-time collaboration, adaptive learning interfaces, and advanced simulation tools, the proposed

solution aligns with modern pedagogical trends including seamless learning scenarios.
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Abstract: Immersive virtual reality (iVR) has shown promise for language education, particularly in developing speaking
skills. However, limited research has investigated how learners engage in self-regulated learning (SRL) behaviours during
immersive speaking practices. This study examined SRL behavioural sequences of 11 postgraduate students completing
an English-speaking task in LearningverseVR, an immersive platform featuring interactions with Al-powered digital
humans. Behavioural data analysis revealed significant variation in learners’SRL sequences, particularly regarding their
length, diversity, and entropy. A subsequent cluster analysis identified three distinct learner profiles: Cluster 0, Cluster 1
and Cluster 2. Cluster 2 learners exhibited the longest and most evenly distributed SRL sequences, frequently engaging
across forethought, performance, and reflection strategies, Cluster 0 learners demonstrated moderate-length sequences
primarily characterised by repeated help-seeking and resource access behaviours, with limited engagement in planning
and reflection; Cluster 1 learners displayed the shortest, least diverse sequences, focusing narrowly on task presentation,
task completion, and attribution. These profiles highlight critical differences in how learners sequence and apply SRL
strategies. The findings provide empirical insights for designing adaptive scaffolds aligned to learners’ observed

regulatory patterns in iVR environments.

Keywords: immersive virtual reality, English speaking, self-regulated learning, sequential analysis, cluster analysis

1. Introduction

Immersive virtual reality (iVR) is increasingly recognized as a powerful tool in language education, especially for
developing speaking skills. By simulating real-life communicative scenarios, iVR provides learners with high levels of
immersion and interactivity, which are known to enhance language input, output, and oral fluency (Kaplan-Rakowski &
Gruber, 2021; Slater & Sanchez-Vives, 2016). Compared to traditional environments, iVVR can improve learner motivation,
engagement, and long-term retention (Lee et al., 2024; Makransky & Lilleholt, 2018; Merchant et al., 2014).

However, iVR’s benefits come with cognitive demands. Without teacher supervision, learners may feel overwhelmed
or distracted by the sensory complexity of VR, which calls for high degrees of self-regulated learning (SRL)—Ilearners’
ability to plan, monitor, and reflect on their own performance (Wang et al., 2022). According to Zimmerman’s model,
SRL involves three cyclical phases: forethought, performance, and reflection (Zimmerman, 2002).

While SRL has been widely studied in traditional and online settings through self-reports and learning journals,
research in VR-based environments is still emerging. Recent studies focus mainly on affective or motivational aspects
(Chen et al., 2021; Gruber & Kaplan-Rakowski, 2020; Kaplan-Rakowski & Wojdynski, 2018; Yudintseva, 2024), or on
how system-level feedback and scaffolding can support SRL (Shen et al., 2025). However, these studies rarely examine
how learners engage in SRL step-by-step during VR tasks, by directly observing their behaviours as they happen.
Behavioural data such as speech, gaze, and interaction logs offer a promising alternative to self-reports. These traces can
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reveal how learners regulate task engagement in real time and help identify learner profiles with different regulatory
patterns (Sobocinski et al., 2024). However, little research has examined the sequential nature of SRL behaviour in VR-
based language tasks—how learners move between phases and strategies during a task.

To address this gap, the current study investigates how university students regulate their learning while completing
an English-speaking task in LearningverseVR, an iVR platform developed by our research group. Delivered through a
headset-based system, LearningverseVR allows learners to interact with Al-powered digital humans in authentic 3D
learning scenarios. By analysing learners’ behavioural sequences and comparing across learners, this study aims to reveal
(1) the types of SRL behaviours exhibited and (2) distinct learner profiles based on behavior patterns. Specifically, it
addresses the following research questions:

e RQIL: What self-regulated learning behaviours do students exhibit during English speaking tasks in

LearningverseVR?
e RQ2: What learner types can be identified, and how do these types differ across SRL phases?

2. Methodology

2.1. Participants and context

A total of 11 postgraduate students (9 female, 2 male; aged 22—-27) from education- and language-related disciplines
at a Hong Kong university participated in this study. All had comparable oral proficiency levels (intermediate to upper-
intermediate). Each participant completed a simulated English-speaking task individually in LearningverseVR, an
immersive, headset-based environment. The task scenario was set in a virtual university library, where the learner had to
report a lost book and request assistance. Learners interacted with a generative Al-powered digital human trained to
respond naturally and adaptively (see Figure 1).

Yo weicome! f you have any e sy o s e o o S -
Havea grest dayGoodre!

E § 3. i
= o i B o

Figure 1. Learner interacting with LearningverseVR
2.2. Data collection and analysis

Data collection included logged dialogues between the learner and the digital human, and behavioural data, such as
the use of vocabulary support cards for the speaking task in the iVR environment.. Content analysis (Stemler, 2015) was
adopted. The entire interaction was manually segmented and coded using a predefined SRL behaviour coding scheme,
covering three SRL phases: (1) Forethought (e.g., Goal setting-G, Strategic planning-SP, Task analysis-TA, Self efficacy-
SE); (2) Performance (e.g., Presenting the problem-P, Requesting help-R, Accessing resources-A, Monitoring/Modifying-
M, Errors-E, Finish-F); and (3) Reflection (e.g., Self evaluation-EV, Attribution-AT, Affect/Satisfaction-AF, Strategic
revision-SR).

3. Results

3.1. SRL behavioural sequences
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Each participant’s dialogue with the digital human was coded into a sequence of self-regulated learning (SRL)
behaviours. As shown in figure 2, the sequences vary in length, complexity, and phase transitions. Some learners
demonstrated structured, phase-aligned patterns (e.g., [G, SP, P, R, A, F, EV, AT]), while others skipped forethought or
reflection steps entirely.

SRL Behavior Sequences of All Participants
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I : ;

3 10 12 T 16
Behavior Sequence Position

Figure 2. SRL behaviour sequences of all participants
(Each row represents one participant, each square a coded behaviour. Color-coded by SRL code.)

Table 1 summarizes the overall trends in learners’ SRL behaviours sequences, including sequence length, behavioural
diversity, and entropy. Learners exhibited varying levels of regulatory complexity: while some showed long and diverse
sequences (e.g., ID1 with 16 actions and 10 unique codes), others demonstrated shorter, more repetitive patterns (e.g.,
ID5 with only 6 actions and 4 types). On average, behavioural entropy remained moderate (M = 2.47), but outliers at both
ends suggest different degrees of strategic flexibility. High-entropy learners tended to distribute actions more evenly
across SRL phases, whereas lower-entropy sequences reflected reliance on a narrow set of behaviours, such as repeated
help-seeking or support access. These individual differences suggest distinct learner profiles in their approach to the task.
In the following sections, we examine how these patterns manifest in behavioural transitions (Section 3.2) and how
learners can be grouped into regulatory types using cluster analysis (Section 3.3).

Table 1. SRL behaviour metrics

Metric Mean Min Max SD
Sequence length 1045 6.00 16.00 3.53
Behavioural diversity 6.73 4.00 10.00 1.79
Entropy 247 179 3.08 0.44

3.2. SRL behaviour transitions

To examine how learners navigated between SRL strategies, we computed a transition matrix capturing the frequency
of behaviour-to-behaviour shifts across all participants (Figure 3).

SAL Behavior Transition Matrix (All Participants)
-4
1 o 0 o o [ o o o o »

8- 0

0 1 1 o
| m ”
0 s o
1 a [ o

WA o P o " P R’ *
™

Figure 3. SRL behaviour transition matrix
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The most dominant transitions occurred within the Performance phase, with highly frequent patterns such as repeated
access to support (A — A, n = 14), repeated help-seeking (R — R, n = 10), and the sequence of problem presentation to
help-seeking (P — R, n = 8). These indicate that many learners cycled between requesting support and repeatedly re-
engaging with the same action rather than progressing toward resolution. Transitions from Performance to Reflection
were observed but less frequent—such as F — EV (n = 4) and F — AT (n = 5)—suggesting that while some learners
engaged in evaluative thinking post-task, this was not consistent across participants. Moreover, a few learners progressed
across all SRL phases (e.g., G — SP — P, or EV — AT — SR), but such full-phase transitions were rare. Overall, the
data suggest that many learners relied on reactive, cyclic behaviours centred on help-seeking and support access. This
highlights the need to scaffold not only strategy use, but also phase progression and regulatory closure.

3.3. Learner profiles based on SRL behaviour

To identify distinct patterns in students’ self-regulated learning (SRL), we performed a K-means cluster analysis (k
= 3) using three behaviour sequence features: sequence length, behavioural diversity, and entropy. These variables reflect
how long learners engaged in the task, how many types of SRL strategies they used, and how evenly their actions were
distributed across strategy categories. The resulting clusters—visualised in Figure 4—capture meaningful differences in
regulatory complexity and engagement styles.

16} Cluster 101

)
=
=

equence Length (Total SRL Actions!
~

18 20 22 24 26 28 3.0
Entropy (Evenness of SRL Strateqes)

Figure 4. Learner clusters based on SRL behaviour metrics

Cluster 2 learners exhibited the most complex SRL profiles. They produced the longest (M = 16.0) and most evenly
distributed sequences (entropy = 3.08), with high-frequency use of help-seeking (R = 4.00) and resource access (A =
3.00). They also engaged in forethought strategies like goal-setting (G = 1.00), strategic planning (SP = 1.00), and post-
task reflection behaviors including evaluation (EV = 1.00) and attribution (AT = 1.00). This group represents strategic
and highly engaged regulators, who distributed their behaviours across all SRL phases. Cluster 0 included learners with
moderately long sequences (average length =~ 11-13) and a more reactive behavioural profile. While they also relied on
performance-phase strategies such as repeated help-seeking (R = 2.29) and support access (A = 2.71), they showed limited
but present forethought (e.g., G = 0.86, SP = 0.43) and reflection (e.g., AT = 0.71, EV = 0.57). Their behaviour patterns
indicate a performance-centred approach with occasional regulation across phases—more reactive than proactive. Cluster
1 learners demonstrated the shortest and least diverse sequences. With minimal use of planning (G = 0.00), support (A =
0.00), or metacognitive strategies, their behaviours concentrated on task presentation (P = 1.67), finalization (F = 1.00),
and attribution (AD = 1.00). This group reflects a low-engagement, task-oriented style, suggesting minimal SRL
involvement beyond basic task completion.

Figure 5 provides a radar visualization of SRL strategy usage across the three clusters. Cluster 2 displays the widest
coverage, with strong presence in both forethought and reflection phases. Cluster 0 is centred on performance, with
noticeable but lower engagement in the other phases. In contrast, Cluster 1 is tightly compressed, with very limited
strategy diversity. These results illustrate that learners differ not only in how much they regulate, but also in which

strategies they prioritize and how completely they enact the SRL cycle.
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Cluster-wise SRL Code Usage Profiles

Figure 5. Cluster-wise SRL code usage profiles
4. Discussion and conclusion

This study investigated how learners regulate their behaviours during an immersive English-speaking task using
LearningverseVR. The behavioural sequence data revealed notable variation in strategy use and ordering. While SRL
behaviours from all three phases—forethought, performance, and reflection—were present across the dataset, their
distribution and sequencing differed significantly between learners. Some sequences followed a structured pattern from
planning to task execution and post-task reflection, while others remained narrowly focused on a subset of performance-
phase strategies.

These findings contribute to ongoing discussions in SRL and immersive learning research. While previous studies
have emphasized learners’ affective responses and perceived engagement in iVR (Gruber & Kaplan-Rakowski, 2020;
Kaplan-Rakowski & Wojdynski, 2018), our data-driven behavioural analysis extends this line of work by uncovering
actual regulatory patterns. Consistent with concerns about increased cognitive demands in immersive environments
(Wang et al., 2022), we found that many learners either skipped planning entirely or relied heavily on repeated help-
seeking strategies without progression. However, as suggested by Sobocinski et al. (2024), behavioural sequences can
offer a more granular understanding of SRL enactment in situ—a view our clustering results support.

Cluster analysis further clarified these differences. Cluster 2 learners engaged in a broad range of SRL strategies,
including planning (G, SP), resource use (A), and reflection (EV, AT), suggesting a complete SRL cycle. Cluster 0
learners used similar strategy types but with lower frequency and less phase coverage, often looping within performance-
phase behaviours before shifting to reflection. Cluster 1 learners demonstrated minimal SRL behaviours, with short
sequences focused on problem presentation (P), task completion (F), and attribution (AD). These profiles illustrate that
learner differences are not only in what strategies are used, but also in how those strategies are sequenced and sustained.
These insights inform concrete design directions. For instance, learners with short, performance-focused sequences could
benefit from system-triggered forethought prompts before task onset, especially when no planning behaviours are detected.
For learners who show looping within R — A — R patterns, adaptive scaffolds that suggest closure (e.g., “Would
you like to conclude your request?” ) may support regulatory progression. Post-task reflection can also be triggered only
when F or M appears, rather than using static prompts. These timing-aware scaffolds respond to actual SRL behaviour
patterns, as opposed to generic support.

Methodologically, the study contributes to SRL research by demonstrating how behavioural coding and sequence-
based clustering can reveal regulatory profiles beyond what self-report captures. Still, the study is limited by its small,
homogenous sample (N = 11), which limits generalizability. Additionally, the coding relied on observable, logged
behaviours and could not capture internal planning or reflection that was not verbalized. Future work should integrate

multimodal data (e.g., gaze, biosignals) to better detect implicit regulation.

Acknowledgements

24



Kong, S. C,, Lan, Y. J., Zhao, J. H., Song, Y. J., & Mitrovic, T. (Eds.). (2025). Proceedings of the 3rd International
Conference on Metaverse and Artificial Companions in Education and Society. Hong Kong: The Asia-Pacific Society for
Computers in Education.

This research was supported by the UGC’s Fund for Innovative Technology-in-Education (FITE) (Project Codes:
05404 and 05408). We would like to thank the funding support, and all team members, including those contributing to
the development of LearningverseVR.

References

Chen, C.-H., Hung, H.-T., & Yeh, H.-C. (2021). Virtual reality in problem-based learning contexts: Effects on the
problem-solving performance, vocabulary acquisition and motivation of English language learners. Journal of
Computer Assisted Learning, 37(3), 851-860. https://doi.org/https://doi.org/10.1111/jcal. 12528

Gruber, A., & Kaplan-Rakowski, R. (2020). User experience of public speaking practice in virtual reality. In Cognitive
and affective perspectives on immersive technology in education (pp. 235-249). IGI Global.

Kaplan-Rakowski, R., & Gruber, A. (2021). One-On-One Foreign Language Speaking Practice in High-Immersion
Virtual Reality. In Y.-J. Lan & S. Grant (Eds.), Contextual Language Learning: Real Language Learning on the
Continuum from Virtuality to Reality (pp. 187-202). Springer Singapore.

Kaplan-Rakowski, R., & Wojdynski, T. (2018). Students' attitudes toward high-immersion. Future-proof CALL: language
learning as exploration and encounters—short papers from EUROCALL 2018, 124.

Lee, S.-M,, Yang, Z., & Wu, J. G. (2024). Live, play, and learn: Language learner engagement in the immersive VR
environment. Education and Information Technologies, 29(9), 10529-10550.

Makransky, G., & Lilleholt, L. (2018). A structural equation modeling investigation of the emotional value of immersive
virtual reality in education. Educational Technology Research and Development, 66(5), 1141-1164.
https://doi.org/10.1007/s11423-018-9581-2

Merchant, Z., Goetz, E. T., Cifuentes, L., Keeney-Kennicutt, W., & Davis, T. J. (2014). Effectiveness of virtual reality-
based instruction on students' learning outcomes in K-12 and higher education: A meta-analysis. Computers &
Education, 70, 29-40. https://doi.org/https://doi.org/10.1016/j.compedu.2013.07.033

Shen, B., Fanrong, W., Yi-Chao, J. M., Di, Z., & and Jong, M. S.-Y. (2025). Harnessing spherical video-based virtual
reality to enhance EFL learners’ writing performance and self-regulated learning strategy use. Computer Assisted
Language Learning, 1-46. https://doi.org/10.1080/09588221.2025.2482148

Slater, M., & Sanchez-Vives, M. V. (2016). Enhancing Our Lives with Immersive Virtual Reality [Opinion]. Frontiers
in Robotics and Al, Volume 3 - 2016. https://doi.org/10.3389/frobt.2016.00074

Sobocinski, M., Dever, D., Wiedbusch, M., Mubarak, F., Azevedo, R., & Jarveld, S. (2024). Capturing self-regulated
learning processes in virtual reality: Causal sequencing of multimodal data. British Journal of Educational
Technology, 55(4), 1486-1506. https://doi.org/https://doi.org/10.1111/bjet.13393

Stemler, S. E. (2015). Content analysis. Emerging trends in the social and behavioral sciences: An Interdisciplinary,
Searchable, and Linkable Resource, 1, 1-14.

Wang, C.-H., Salisbury-Glennon, J. D., Dai, Y., Lee, S., & Dong, J. (2022). Empowering College Students to Decrease
Digital Distraction through the Use of Self-Regulated Learning Strategies. Contemporary Educational Technology,
14(4).

Yudintseva, A. (2024). An exploration of low- and high-immersive virtual reality modalities for willingness to
communicate in English as a second language. Computers & Education: X Reality, 5, 100076.
https://doi.org/https://doi.org/10.1016/j.cexr.2024.100076

Zimmerman, B. J. (2002). Becoming a Self-Regulated Learner: An Overview. Theory Into Practice, 41(2), 64-70.
https://doi.org/10.1207/s15430421tip4102_2

25


https://doi.org/https:/doi.org/10.1111/jcal.12528
https://doi.org/10.1007/s11423-018-9581-2
https://doi.org/https:/doi.org/10.1016/j.compedu.2013.07.033
https://doi.org/10.1080/09588221.2025.2482148
https://doi.org/10.3389/frobt.2016.00074
https://doi.org/https:/doi.org/10.1111/bjet.13393
https://doi.org/https:/doi.org/10.1016/j.cexr.2024.100076
https://doi.org/10.1207/s15430421tip4102_2

Kong, S. C,, Lan, Y. J., Zhao, J. H., Song, Y. J., & Mitrovic, T. (Eds.). (2025). Proceedings of the 3rd International
Conference on Metaverse and Artificial Companions in Education and Society. Hong Kong: The Asia-Pacific Society for
Computers in Education.

Exploring the Therapeutic Leisure Applications of Virtual Reality for Long-

Term Hospitalized Patients with Chronic Mental I1Iness

Li-Yu CHEN', Chia-hui HUNG?*"
L2Chung Shan Medical University, Taiwan
chenliyu0983505705@gmail.com, chhung@csmu.edu.tw

Abstract: This study investigates the effectiveness of Virtual Reality (VR) in enhancing leisure participation motivation
and improving the physical and mental health of long-term hospitalized patients with chronic mental illness. A total of
25 patients were recruited and randomly assigned to either the experimental group (VR-enhanced leisure activities) or
the control group (standard leisure activities) for an eight-week intervention. Assessment indicators included leisure
motivation (Interest Scale, Volition Scale), cognitive and behavioral performance (Canadian Occupational Performance
Measure, COPM), and emotional and problem-solving strategies (Positive and Negative Syndrome Scale, PANSS; Health
Toolbox). Results showed significant improvements in the experimental group, with increased leisure motivation (p <.000)
and COPM satisfaction (p < .000), enhanced cognitive and behavioral abilities (p = 0.004, Cohen’s d = 1.11), reduced
negative symptoms (p = 0.002), and strengthened stress coping strategies. In conclusion, VR-based leisure activities
effectively enhance motivation for participation, promote physical and mental well-being, and support recovery.

Keywords: Virtual Reality, Leisure, Chronic Mental Illness, Long-Term Psychological Care, Occupational Therapy
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Abstract: The concept of an educational metaverse offers a future of immersive learning, yet current platforms often lack
the spatial interaction needed for effective embodied experiences. While Augmented Reality (AR) bridges digital and
physical, prevalent 3 Degrees of Freedom (3DoF) AR limits movement. Six Degrees of Freedom (6DoF) AR glasses track
both position and orientation, offering enhanced immersion crucial for interactive learning. This paper investigates the
potential of 6DoF AR glasses for the educational metaverse, focusing on game-based learning. We review the limitations
of desk-based metaverse and 3DoF AR in education, explore 6DoF AR trends including gesture interaction, and outline
a methodology for developing a proof-of-concept game-based learning scenario using XREAL Ultra glasses. This
scenario demonstrates how overlaying digital content onto the real world can create complex, otherwise unattainable,

learning contexts. We discuss the implications for immersive education and suggest future research directions.

Keywords: Augmented Reality, 6DoF, Educational Metaverse, Game-Based Learning, Immersive Learning

1. Introduction

The field of education is increasingly exploring immersive technologies like Augmented Reality (AR) and Virtual
Reality (VR) to enhance learning. This aligns with the vision of an "educational metaverse" —persistent, interconnected
digital spaces for learning and collaboration (Zhai et al., 2023; Chu et al., 2025). While the educational metaverse
promises embodied and interactive experiences, current "desk metaverse" platforms accessed via standard computers
often lack the necessary spatial immersion and natural interaction crucial for many learning types, particularly those
requiring physical movement and hands-on practice (Song et al., 2023).

AR offers a bridge between the digital and physical, allowing digital content to overlay the real world. This is
promising for game-based learning, which benefits from interactive engagement (Jantanukul, 2024; Sakr & Abdullah,
2024). However, common AR applications utilize 3 Degrees of Freedom (3DoF) tracking, allowing users to look around
but not move physically in space relative to virtual content (Zhang et al., 2024). This limitation hinders embodied
interaction and dynamic scenarios needed for effective spatially-aware learning.

Six Degrees of Freedom (6DoF) AR glasses represent a significant advancement, tracking both position and
orientation. This enables users to move freely within a physical space, with virtual content anchored realistically. This
capability provides a much stronger sense of presence and allows for natural, embodied interactions, particularly
beneficial for game-based learning requiring physical exploration and manipulation of virtual elements integrated into
the physical environment. Advanced features like gesture identification further enhance intuitive interaction. Despite
these advantages, the specific applications and practical realization of 6DoF AR glasses, especially leveraging natural
interaction methods for game-based learning within the educational metaverse, remain less investigated.

This paper aims to explore this potential. We will review the limitations of current educational metaverse and 3DoF

AR, examine 6DoF AR trends, and detail a methodology for a proof-of-concept game-based learning scenario using 6DoF
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AR glasses to create learning contexts difficult in reality. Finally, we discuss implications and future research directions

for utilizing 6DoF AR in the educational metaverse.

2. Literature Review

2.1. The Educational Metaverse: Aspirations and Current Limitations

The metaverse is moving from sci-fi to real tech, impacting fields like education. The educational metaverse aims
for a persistent, shared, 3D digital space for immersive learning, interaction, and collaboration. This includes virtual
lectures, group projects, exploring historical sites, and simulations. Benefits include better accessibility, global teamwork,
increased engagement, and enabling learning too difficult/dangerous/expensive in reality (Chamola et al., 2025).

However, current educational metaverse examples are often "desk metaverse" (Nguyen et al., 2025). These use 2D
or basic 3D via standard computers, with avatars navigated by keyboard/mouse. While offering social presence and shared
space, they lack deep spatial immersion and natural interaction needed for much learning (Shadiev et al., 2024).

Desk metaverse limits are significant for learning needing hands-on or physical connection. Skills involving object
manipulation, spatial understanding, or physical coordination are poorly supported by abstract inputs. Simulating
experiments, practicing technical skills, or exploring environments requiring physical interaction and spatial awareness
are difficult. This disconnect limits effective game-based learning scenarios primarily to those without embodied
interaction or physical exploration (Chu et al., 2025).

2.2. Augmented Reality in Education: The Transition from 3DoF to 6DoF

Augmented Reality offers an immersive education alternative by overlaying digital content onto the real world (Tang
etal., 2022). This keeps learners in familiar surroundings while adding relevant digital info (enhanced books, instructions,
hunts).Much accessible AR uses 3 Degrees of Freedom (3DoF) tracking (Guo et al., 2022), tracking only orientation
(pitch, yaw, roll). This lets users look around virtual content or view 360 media (Shadiev et al., 2024), useful when
stationary. However, 3DoF lacks positional tracking (Microsoft, 2025) - itdoesn't track physical movement. This limits
dynamic learning needing physical exploration or manipulation. Users can't walk around virtual objects or have content
respond to their location (Dutta, 2024). It's insufficient for AR metaverse blending and limits embodied, spatially aware
learning needing physical navigation or location-tied tasks.

6DoF AR adds positional tracking via SLAM (Servieres et al., 2021), tracking both orientation and position. This
stably anchors virtual content to the physical world, and perspective updates with movement, providing strong presence
and natural interaction (Yoon et al., 2025). 6DoF unlocks possibilities: learners can physically walk around virtual models,
inspect from any angle, and interact with content anchored to real-world points. This enables scenarios like exploring
virtual buildings in a room, conducting augmented experiments, or playing games requiring physical
navigation/interaction. This freedom and accurate response to physical position are crucial for creating engaging, effective,
embodied learning blending digital and physical realities.

2.3. Technological Trends in 6DoF AR Glasses: Towards Natural Interaction

Beyond 6DoF, modern AR glasses add features enhancing educational potential. Advanced Environmental
Understanding includes plane detection for anchoring content on surfaces and depth meshing for realistic occlusion (Rohil
& Prakash, 2023). Natural User Interaction (NUI) moves to controller-free methods like gesture/hand tracking (Luong et
al., 2023). Cameras track hands and interpret gestures (pinch, swipe, point) as inputs. This provides intuitive, embodied
interaction for manipulating virtual objects or performing tasks, aiding fine motor skills and technical learning by linking
physical movement to digital outcomes.

Spatial Anchors allow virtual content to stay fixed at physical locations across different sessions or users (Zhang &

Li, 2024). This is vital for persistent shared educational metaverse environments and resources in physical spaces.
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Improvements in Optics, Form Factor, and Processing mean better display, more comfortable/lighter design, and
increased onboard power for complex AR. These advancements in 6DoF AR glasses enable interactive, spatially aware,
and naturally controlled educational experiences. Combining precise tracking, environmental understanding, and intuitive
interaction addresses desk-based/3DoF limits, opening possibilities for embodied learning, especially in game-based
paradigms.

3. Methodology

This research employs a design-based methodology focused on the development and description of a proof-of-
concept implementation. The primary objective is to explore and demonstrate the practical application and potential
pedagogical value of 6DoF AR glasses by designing and creating a tangible educational scenario that leverages their
unique capabilities. This approach is suitable for investigating how the specific features of the technology can be utilized
to support learning objectives and create novel educational experiences. This section outlines the hardware, software, and
the process followed for developing the proof-of-concept game-based learning scenario.

3.1. Hardware and Software Environment

Hardware: The core hardware component utilized for this proof-of-concept is the XREAL Ultra AR glasses. The
XREAL Ultra was selected because it represents a readily available, current generation of 6DoF AR glasses designed for
both consumers and developers. It offers key technical specifications essential for this research, including integrated
cameras for real-time environmental tracking and visual-inertial odometry, IMU sensors for robust motion tracking, and
the capability to provide accurate 6DoF spatial tracking data.

Software:  The Unity Engine serves as the primary development platform. Unity is a versatile and widely used game
engine that provides a robust framework for creating interactive 3D and AR/VR content. Its extensive feature set,
including physics simulation, animation systems, and support for various platforms, makes it an appropriate choice for
developing complex interactive scenarios. Unity's ecosystem also includes tools and assets that can accelerate
development.

SDK: The XREAL SDK for Unity is the crucial link that enables the Unity application to interface directly with the
XREAL Ultra hardware and access its advanced functionalities. This SDK provides developers with APIs to utilize core
features such as:Spatial Recognition (6DoF): Accessing the real-time position and rotation data of the glasses within the
physical environment.Hand Tracking and Gesture Recognition: Receiving data about the position and articulation of the
user's hands and interpreting specific hand poses or movements as recognized gestures.

3.2. Development of the 6Dof Learning Scenario

The central component of this methodology involves the detailed design and implementation of a specific game-
based learning scenario engineered to leverage the full capabilities of 6DoF AR glasses, particularly spatial tracking and
gesture interaction (Figure 1). The core logic enables 6DoF exploration: the game tracks the user's position and orientation,
allowing natural movement around and through the virtual model to examine structures from any angle. Hand tracking
and gesture recognition via the SDK enable intuitive interaction; specific hand gestures are mapped to actions like
grabbing, separating layers, or using virtual tools for diagnosis. Game mechanics and learning flow are built around these
interactions, guiding users through exploration and challenges with integrated AR Ul for information display. This
approach leverages 6DoF to create a hands-on, spatially aware learning experience difficult to achieve traditionally. The

implementation results of this scene are shown in Figure 2.
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void UpdateTarget(XRGrabInteractable grabInteractable, ref Pose targetPose, ref Vector3 localScale)
{
ComputeAdjustedInteractorPose(grabInteractable, out Vector3 newHandleBar, out Vector3 adjustedInteractorPosition, out Quaternion
adjustedInteractorRotation);
localScale = ComputeNewScale(grabInteractable, m_ScaleAtGrabStart, localScale, m_StartHandleBar, newHandleBar,
grabInteractable.trackScale);
targetPose.rotation = ComputeNewObjectRotation(adjustedInteractorRotation, grabInteractable.trackRotation);
ComputeNewObjectPosition(adjustedInteractorPosition, adjustedInteractorRotation,
targetPose.rotation, localScale, grabInteractable.trackRotation,
m_OffsetPose.position, m_ObjectlLocalGrabPoint, m_InteractorlLocalGrabPoint,
out Vector3 targetObjectPosition);
targetPose.position = AdjustPositionForPermittedAxes(targetObjectPosition, m_OriginalObjectPose, m_PermittedDisplacementAxesOnGrab,
m_ConstrainedAxisDisplacementModeOnGrab);

¥

e EXPLAINATION:
1. calculate the target rotation and position based on the current Interactor's pose and manipulation mode.
2. adjust the target position based on axis constraints.
3. adjust the target position based on axis constraints.

o This method synthesizes all interaction parameters and states to output the final object target pose and scale

Figurel. Key Code - 6DOF object control through single-hand and multi-hand interaction
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Figure 2. 6DOF spatial tracking for medical models and gesture interaction
3.3. Potential Evaluation Approach (Conceptual)

While this methodology focuses on the development of the proof-of-concept, a subsequent research phase would
involve rigorous evaluation to assess its effectiveness. A mixed-methods approach could be employed, including: (1)
Usability testing to gather qualitative feedback on the comfort of the glasses, the intuitiveness of the gesture interactions,
and the overall user experience; (2) Observational studies to analyze how learners physically interact with the augmented
environment and virtual content; (3) Pre- and post-assessments or in-game performance metrics to measure learning gains
related to anatomical knowledge and diagnostic skills; and (4) Questionnaires to gauge student engagement, motivation,
and their perception of 6DoF AR as a learning tool compared to traditional methods.

4. Discussion and Future Study

4.1. Potential of 6DoF AR Glasses in Education

The development of the forensics scenario illustrates the significant potential of 6DoF AR glasses for the educational
metaverse and game-based learning. By providing full spatial tracking and natural gesture interaction, 6DoF AR
overcomes the limitations of less immersive technologies. It enables embodied learning where physical movement and
interaction are integral, fostering deeper understanding. Features like hand tracking make interactions intuitive, increasing

engagement. The ability to overlay complex, interactive simulations onto real environments allows for safe, accessible
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practice of skills and concepts that are difficult or impossible to teach traditionally, thereby enriching the educational

metaverse.
4.2. Challenges and Considerations

Despite the potential, challenges remain. High hardware costs limit accessibility. Developing 6DoF AR content
requires specialized skills and tools. Technical issues like tracking robustness and performance optimization need
continued improvement. Pedagogical frameworks specific to 6DoF AR are needed, and educators require training.
Ensuring equitable access and addressing privacy concerns are also crucial for widespread adoption.

4.3. Future Study

Future research should empirically evaluate the impact of 6DoF AR learning scenarios on student outcomes and
engagement. Investigating optimal pedagogical designs and interaction methods for 6DoF AR is needed. Research into
scalable deployment models and addressing technical limitations will be important. Exploring collaborative 6DoF AR

experiences in the educational metaverse is another promising area.
4.4. Conclusion

6DoF AR glasses offer a powerful new capability for the educational metaverse, particularly for creating immersive
and interactive game-based learning experiences. By enabling full spatial tracking and natural gesture interaction, they
overcome key limitations of existing technologies, allowing for the creation of rich, embodied learning scenarios
integrated with the real world. While challenges exist, the potential for 6DoF AR to transform education by making
complex concepts tangible and practice accessible is significant. Continued research and development are vital to fully
harness this technology for the future of learning.
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Abstract: With the rapid advancement of online education, the phenomenon of emotional deficiency has become
increasingly pronounced. In recent years, there has been a growing emphasis within academia on researching the
application of emotional interaction and affective computing technologies in online learning environments, with the
objective of effectively mitigating the shortcomings in emotional communication prevalent in this domain. Affective
computing aims to explore learners’ emotional states by utilizing technological means to collect various state data during
the learning process, thereby identifying and analyzing the emotional characteristics of learners. However, the collection
and use of learner data raise a series of ethical and legal issues, including privacy and data security concerns. These
privacy-related information and characteristic patterns are interrelated and highly sensitive. The leakage could pose
numerous security risks, thereby restricting the full application and realization of the value of learning data in educational
transformation. With the growing maturity of machine unlearning technology, we integrate it into the affective computing
model within online learning environments. This study innovatively proposes the concept and technical framework of the
Affective Unlearning Model (AUM), and demonstrates the implementation of the AUM within a facial affective computing
model in online learning environments as an example. The research results indicate that this affective unlearning model
can effectively achieve the unlearning of private data without occupying significant computational resources, thus

safeguarding the students’right to be forgotten. Additionally, it ensures the subsequent usability of the model.

Keywords: affective computing, machine unlearning, online learning, privacy preservation

1. Introduction

In recent years, Al has deeply integrated into education, especially with the rise of online learning platforms
accelerated by the COVID-19 pandemic. While online classrooms play a vital role in teaching, the challenge of “affective-
cognitive dissociation” can lead to learner isolation and fatigue, hindering online education's progress. Affective
computing is a broad technology on education that utilizes artificial intelligence to learn and perceive student emotions.,
facilitating the delivery of personalized learning services. Personalized services require extensive collection of learners'
data, such as facial expression. However, collecting and processing personal data poses significant ethical and legal risks,
especially concerning privacy and data security. It is worth noting that even when private data have been removed from
the database, the machine learning model can still retain and “remember” much of the underlying information(Nguyen et
al., 2022). The "right to be forgotten" has been codified in privacy laws like the European Union’s General Data Protection
Regulation (GDPR)(2016) and China's Personal Information Protection Law (2021). In online education, this right
ensures students' private information—including raw data in databases and traces in models like affective computing
systems—is erased upon graduation or account termination. By minimizing unnecessary data retention and dissemination,

such measures mitigate privacy breaches and safeguard user security.
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To fulfill this requirement for forgetting, the simplest way is to retrain a new model using the retained data. However,
this approach is often impractical because it consumes huge computing resources. Therefore, to effectively remove the
specified data and its influence on the affective computing model, we propose an Affective Unlearning Model (AUM)
from a technical perspective, utilizing the technical, “machine unlearning” (Aman et al., 2021). With our proposed the
AUM, we can remove the specific student’s privacy data from the model without the need for retraining while maintaining
the usability. This approach not only safeguards intellectual property and privacy, but also ensure that the model retains
its original predictive power even after the specified privacy information is removed.

2. Affective Unlearning Model

2.1. Definition of the Affective Unlearning Model

The AUM refers to the process by which a trained Affective Computing Model (ACM) intentionally forgets specific
privacy data points from its training dataset, effectively rendering the model as though it had never encountered the
forgotten data. Consider a cluster of data that we want to remove the training dataset from the trained ACM, denoted as
X*. An unlearning process U is defined as a trained Affective Computing Model (Macw), a training dataset D, and an
remaining dataset D/x* to a unlearned Affective Unlearning Model M’ aum, Which ensures that M’ aum performs as though
it had never seen the unlearning dataset x*. In this manner, the unlearning process is defined as:

M;\UM =U (MACM’D'D/X*)

Based on the above definition of the Affective Unlearning Model, the core objectives of the affective unlearning
model include the following three main aspects:

Data deletion and privacy protection. To ensure students' exercise of the right to be forgotten, institutions must
implement data deletion protocols to eliminate unnecessary personal information, preventing misuse. This requires
balanced mechanisms that maintain model accuracy and functional integrity while removing sensitive data, achieving
optimal equilibrium between privacy protection and system performance.

Data poisoning response and harmful data deletion. When the ACM is subject to data poisoning attacks, it may
misinterpret students' emotional states, resulting in incorrect classification results. We can maintain the security and
integrity of the data by using unlearning to delete the harmful data. This prevents it from spreading further or causing
additional damage. The model can more accurately assess students' emotional states, allowing it to offer resources and
recommendations that better meet their needs and enhance the overall user experience.

Remove biases to ensure fairness. In the context of affective computing for online learning, models can be adversely
affected by inherent biases or errors present in historical training data, resulting in biased predictions and unfair decisions.
To address these potential sources of bias, we implement a forgetting mechanism. This approach not only significantly
enhances the predictive accuracy of the models but also serves as a powerful catalyst for advancing educational decision-
making toward a more just and equitable framework.

2.2. The technical framework of the Affective Unlearning Model

Based on the aforementioned definition of the AUM, this study constructed its technical framework, as illustrated in
Figure 1. Specifically, the AUM comprises three main components: model training, model unlearning and model

evaluation.
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Figure 1. The framework of affective unlearning model.

(DModel training: The meticulous extraction of facial expression features is the construction of an online affective
computing model. First, capture facial images through the device. Next, it is essential to carefully extract key and relevant
feature information from facial images. Good features are a vital part of an emotion recognition. Deep learning has proved
to be a very effective feature extraction method. Last training the affective computing model (ACM) utilizing the extracted
features. The trained ACM can be deployed in online learning scenarios to support personalized learning, facilitate
educational assessment, and provide feedback. For example, Mehta et al.(2022) introduced a three-dimensional DenseNet
self-attention neural network (3D DenseAttNet) for the automatic detection of students’ engagement in E-learning
platforms.

(2)Model unlearning: These unlearning algorithm include: item-level forgetting(Bourtoule et al., 2021); feature-level
forgetting(Warnecke et al., 2021); class-level forgetting(Tanha et al., 2020); task-level forgetting(Liu et al.,2022); and
data streaming forgetting(Nguyen et al., 2017). Within the framework of AUM in online learning, tailored forgetting
algorithms can be effectively chosen to address the various types of forgetting requests from individual students.
Specifically, in cases where a student requests the deletion of all their facial data for privacy protection, this data can be
categorized as a class, allowing class-level forgetting algorithms to be used to completely erase all facial data associated
with that student. Furthermore, when managing textual datasets that contain sensitive information, such as personal names
and genders, these sensitive terms can be classified as features forgetting. By employing feature-level machine forgetting
algorithms, these confidential details can be effectively removed from the textual data. Additionally, in light of the
potential for racial bias in facial recognition software(Rhue, 2018), where the interpretation of emotions may vary
according to a person's race, feature-level forgetting algorithms can be utilized to mitigate the influence of racial bias
within such software systems.

(3)Model evaluation: A thorough evaluation of the AUM is crucial. Accuracy: as the primary measure of model
performance, accuracy is crucial in this context. The AUM should consistently demonstrate efficient affective computing
to ensure that data unlearning is accomplished without compromising predictive accuracy. Verifiability: to ensure
effective protection of private data, a series of attack tests, including backdoor attacks, membership inference attacks, and
model inversion attacks, are conducted. These tests aim to verify whether the AUM successfully defends against potential

data leakage risks, thus demonstrating its effectiveness in safeguarding private information.

3. Application of the Affective Unlearning Model
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This study explores facial expression-based affective computing models, which rely on extensive student facial image
datasets. These images contain highly sensitive personally identifiable information which is not only unique and
irreversible but also includes additional privacy details like the individual’s age and gender, posing severe privacy risks
if leaked. To mitigate such risks, we focus on implementing effective unlearning mechanisms to ensure thorough deletion

and protection of specific facial image data from the model .

Figure 2. Example images that are sampled from our dataset.

In this study, we employed a self-constructed educational dataset. This dataset was meticulously developed from
actual online learning environments. This dataset includes 11,442 samples, as shown in the Figure 2. We use the UNSIR
algorithms (Choi et al., 2023) for unlearning. The method works as follows:

Error-Maximizing Noise: Introduce an error-maximizing noise. During the error maximization process, we maintain
the weights of the pre-trained model in a fixed state. Given a noise matrix randomly initialized using a normal distribution
N (0, 1), we aim to determine the noise that maximizes the model’s classification loss function on unlearning data. We
prepare for the subsequent erasure of information by determining the noise that is the inverse of the unlearning data.

Impair and Repair: For impair, we train the model on a small subset of data from the original distribution which also
contains generated noise. This step effectively destroys the weight parameters of the initial model to remove the memory
of the unlearning data from the initial trained model. For Repair, since the impair step may compromise the identification
of the remaining data, we implemented a repair step. We retrain the impaired model on the remaining data for a single
epoch to repair the model weights, ensuring that the model retains high performance.

We adopted top-2 accuracy as the primary metric. Additionally, we employed Membership Inference Attack
(MIA)(Shokri et al. 2017) and established the forgetting score, where a lower score indicates better forgetting performance.
Furthermore, We introduced the Normalized Machine Unlearning Score (NoMUS). This score effectively quantifies the
overall performance of affective unlearning models by balancing the model’s utility with the forgetting score.

09
—+—Top-2 Acc m Top-2 Acc
0.84 Forgeting Score
—a=NoMUS 08 =
" NoMUS

082 08128 0.3143

10% 20% 30% 40% 50% 90% 1Clas 5 Class

Figure 3. The performance of the AUM on forget class of data in the scenario of randomly forgetting face data and
forgetting face data with specific identity.
(a) randomly forgetting face data (b) forgetting face data with specific identity.
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We show the performance of our proposed method in the scenario of randomly forgetting face data and forgetting
face data with specific identity. Results demonstrate the wide applicability of our method. Figure 3(a) depicts the
performance of the AUM in the context of its forgetting mechanism following the random dropout of data at varying
proportions. The observed results indicate a declining trend in accuracy as the proportion of forgotten data escalates.
Nevertheless, amidst the pursuit of a balance between data privacy preservation and data availability, even post the
elimination of 90% of data, the model's accuracy persists within acceptable bounds. Further scrutiny into the performance
of NoMUS reveals that irrespective of whether 10% or 90% of data is randomly discarded, favorable forgetting
performance are obtained, strongly suggesting the model's robustness concerning variations in data forgetting rates.

Within the framework of the AUM, we define the complete set of an individual's facial images as a class. Figure 3(b)
meticulously illustrates the performance of the AUM after the forgetting of facial image data of one student (i.e., single
class, 1 class) and five students (i.e., multiple classes, 5 classes). The method proposed in this study demonstrates
outstanding unlearning outcomes in the task of forgetting data across multiple classes. This signifies the effective removal
of relevant data from the model, rendering it unrecoverable through membership inference attacks, thereby robustly
establishing the efficacy and security of the AUM model in data forgetting.

Table 1. Overall performance of various machine unlearning algorithms on our dataset with A = 1/2. We emphasize the
best score using bold and the second best score using italics. In the forgetting score, the lower is better.

Method Test Acc Forgetting score  NoMUS
Original Model 82.40% 0.2666 0.7916
Retrain Model 72.94% 0.0213 0.5302
FineTuningModel  75.04% 0.1321 0.6751
AUM 75.57% 0.1267 0.6654

Our results are compared with three baseline unlearning methods in Table 1. The original model exhibits the highest
top-2 accuracy of 0.8240. However, the AUM model exhibits favorable performance in terms of top-2 Acc compared to
other forgetting methods. For forgetting scores, the AUM model's efficacy in data privacy protection is approaching that
of the retrain model, demonstrating its ability to maintain high model performance while safeguarding data privacy. For
the NoMUS, the result indicates that the AUM model is capable of effectively implementing unlearning strategies without
consuming large amounts of computational resources comparable to those of the retrained model, while maintaining a
high level of recognition accuracy, thus achieving a good balance between performance and efficiency.

Thus, the AUM model can efficiently achieve the forgetting of students’ private data, thereby effectively

safeguarding the students’ right to be forgotten and genuinely ensures the security of educational data.

4. Conclusion

The AUM framework integrates machine unlearning to enhance trust and security in affective computing, while
promoting student engagement in digital learning. It optimizes data efficiency by reducing redundancy and streamlining
management/analysis processes, thereby improving learning data quality for informed instructional decisions and
personalized education.  Through algorithmic fairness enhancements, the framework mitigates model bias and improves
emotional recognition accuracy, eliminating demographic barriers (e.g., race/economic status) to educational resources
while reducing systemic discrimination risks. This innovation fosters inclusive learning ecosystems that nurture socio-
emotional skills and empathy through unbiased educational interactions.

AUM plays a pivotal role in online learning, which not only effectively protects students’ privacy, but also optimizes
the performance and reliability of the system, laying the foundation for a harmonious and efficient online learning
environment. This study theoretically defines the core concepts of the AUM, constructs the framework, and explores
specific practical application scenarios, thereby laying a solid foundation for further exploration of the affective
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unlearning. In the feature, we will continue to be dedicated to promoting the widespread application of this model in the

field of education, accelerating the process of educational intelligence.
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Abstract: Under the background of the deep integration of artificial intelligence (Al) and education and teaching, the
human-AIl collaborative classroom exists such realistic dilemmas as shallow application of Al and lack of student
subjectivity. Based on the concept of human-Al co-education and with the goal of improving students' autonomous
learning capabilities, this study constructs a classroom teaching model of “Tripartite Co-Creation” under the perspective
of human-AlI co-education from the aspects of teaching links, teacher-student activities, teaching evaluation, and resource
tools, providing a new path to break the classroom dilemma. Based on this, this study takes Shenzhen junior high school
mathematics as an example to carry out a quasi-experiment in teaching, and comprehensively verifies the promotion
effect of this teaching model on students' autonomous learning capabilities from the dimensions of learning process and

learning outcome, so as to provide reference for the efficient development of “Tripartite Co-Creation” classroom teaching.

Keywords: Human-Al co-education, Tripartite co-creation, Human-Al deep integration, Classroom teaching model,

Autonomous learning capability
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University Students’ Perceptions of Language Learning in Immersive Learning

Environments: An Artefact Analysis Perspective
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Abstract: This study examines postgraduate students’ perceptions of language learning within immersive learning
environments in the metaverse. With the metaverse increasingly integrated into higher education, it is essential to
understand the specific features that enhance student motivation and engagement. The study involved 19 postgraduate
students, with data collected through artefacts depicting their perceptions of learning in immersive environments and
follow-up interviews. The findings contribute to the development of educational strategies for virtual learning
environments, highlighting the critical importance of student-centered design and artefact creation. Furthermore, the
study explores the broader implications of these findings, offering insights into how immersive technologies can be

effectively utilised to enhance language education and improve the overall learning experience.

Keywords: immersive learning environments, artefact analysis, learning perceptions, language learning

1. Introduction

In recent years, the integration of the metaverse into higher education has garnered significant interest from educators
and researchers alike. The metaverse enables students to have immersive experiential learning opportunities and exposes
them to diverse educational environments. Numerous studies have investigated various metaverse learning environments
to enhance both teaching and learning (Beck et al., 2023; Wang et al., 2023). However, these studies often overlook the
specific features and characteristics that students desire in the metaverse, which could potentially increase their motivation.
Notably, there is a scarcity of research focusing on learner-created artefact creation and surveys to gather feedback within
these virtual spaces, especially for language learning (Godwin-Jones, 2023).

The primary objective of this study is to examine postgraduate students’ perceptions of language learning and
teaching in the metaverse.

2. Literature Review

2.1. Metaverse Literacy

Metaverse literacy is an emerging concept critical to navigating and learning within immersive virtual environments.
This literacy encompasses the skills and knowledge necessary to effectively interact, communicate, and learn in the
metaverse. As the digital landscape evolves, metaverse literacy not only involves technical skills like navigating virtual
spaces or understanding blockchain technology but also includes critical thinking and collaborative skills in digital
settings (Kong & Kwok, 2023). Recent research by Latino et al. (2024) highlights the lack of metaverse-specific literacy
programs in higher education, suggesting a gap between current educational curricula and the demands of immersive

learning environments. Furthermore, the study by Nguyen et al. (2025) emphasizes the role of metaverse literacy in
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enhancing student engagement and motivation, indicating that students with higher levels of digital literacy tend to have

more positive learning experiences in these environments.
2.2. Metaverse for Language Learning Purposes

The application of the metaverse in education has potential for pedagogical innovation and learning experiences. The
immersive nature of the metaverse allows for hands-on, experiential learning that traditional classrooms cannot replicate.
For instance, educational strategies incorporating the metaverse can cater to diverse learning needs, offering personalised
learning pathways (Chen et al., 2023). However, challenges persist, such as the digital divide and the need for substantial
infrastructural investments, which can hinder the widespread adoption of metaverse in education. Studies by Wang et al.
(2023) have explored these challenges, suggesting that while the metaverse presents novel educational opportunities, it
also requires careful consideration of accessibility and student readiness to ensure equitable educational benefits. The
current literature has rarely explored learners’ perceptions of language learning within immersive learning environments,

leaving a critical gap in understanding how such settings influence language acquisition and engagement.

3. Research Design

An exploratory research design was adopted for this study. Students participated in a course based on a metaverse
literacy framework (Kong et al., 2024), which included cognitive, metacognitive, affective, and social aspects. The study
involved 19 master's degree students, and qualitative data were collected through student-created artefacts and focused
group interviews.

(1) Students’ created artefacts: After the 13 3-hour courses, students were invited to draw a digital / traditional poster

showcasing their idea learning in the future metaverses. They described the pictures they draw with text.

(2) Focused group interviews: The interviews were conducted post-course to gather detailed feedback. Each
interview was structured yet allow for explorative questions based on interviewee responses. The expected time
was 25-30 minutes. Interviews were recorded (with consent) and transcribed for analysis.

To address the research aim — exploring postgraduates’ perceptions of learning and teaching experiences within the
metaverse — an artefact analysis approach was employed. A coding scheme was developed based on predefined
categories relevant to metaverse learning experiences (Chang et al., 2020). The coding scheme for analysing metaverse
interactions comprised four primary dimensions:

(1) Conceptual Understanding: This dimension focused on the technological aspects of the metaverse, including
knowledge of VR/AR/Mixed Reality, metaverse technologies, video production, NFT/blockchains, digital twins,
and Al applications.

(2) Engagement: Engagement referred to the nature of participants’ experiences within the metaverse, such as
interactions with teachers, Al tutors, peers, or individual activities. It also encompassed typical metaverse
activities, such as teacher-led lectures, gaming, and general communication.

(3) Affection: Affection, or learners’ behavioral attention, categorized participants as either developers or users and
captured their emotional responses, ranging from positive to neutral.

(4) Social Aspects: This dimension explored participants’ perspectives on the future of metaverse interactions,
including their preferred settings (e.g., classrooms or self-defined spaces). It also emphasized the development
of essential skills such as problem-solving, collaboration, and teamwork. This coding scheme enables
identification and categorization of themes that emerge from the artefacts, providing insights into the students’

perceptions and expectations of metaverse learning environments.

4. Results
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Based on the conceptual understanding reflected in the 19 artifacts analysed, 12 students (63.2%) highlighted the
critical role of virtual reality (VR) in language learning. For instance, one student remarked in an interview, “VR gives us
the chance to experience real-life situations, like ordering food in a restaurant abroad, which makes learning more
practical and engaging” (Student 07). Another student added, “It feels like you're actually in the culture, which helps
you learn faster and remember better” (Student 12). Eight students (42.1%) emphasised the importance of NFTs as a key
technology for providing rewards and motivating learners to engage in language learning within the metaverse. As one
student explained, “Earning NFTs for completing tasks makes learning feel like achieving something tangible—it’s like
a game reward that keeps me coming back” (Student 04). Another student mentioned that NFTs could provide
personalized incentives, such as “unlocking new challenges or tools that help me progress further in my language
learning journey” (Student 15). Additionally, 13 students (68.4%) acknowledged the significant role of Al-assisted non-
player characters (NPCs) or agents in helping learners practice language skills. One student highlighted, “Talking to Al
characters feels less intimidating than speaking to real people, so I can practice without fear of making mistakes” (Student
09). Another student shared, “The Al agents can correct your grammar immediately and even suggest better phrases,
which makes learning less stressful” (Student 11). However, only two students (10.5%) identified the use of generated
avatars as a means to depict their ideal language learning environments.

In terms of learner engagement, 15 students (78.9%) expressed that scenario-based learning was highly effective in
motivating their interest in language learning. On the other hand, only six students (31.6%) preferred social learning in
immersive environments. The majority of students expressed a preference for interacting with avatars or Al assistants,
noting that “learning can be like a game in immersive learning environments” (Student 03, Student 06). The gamified
approach was seen as a key driver of motivation and engagement.

Regarding learners’ behavioural attention, most students visually represented their ideal learning environments in a
way that demonstrated positive attitudes toward immersive language learning. These visualisations further supported their
enthusiasm for such innovative methods.

Finally, concerning the social aspects and participants’ visions for the future of immersive learning environments,
five students (26.3%) depicted traditional classroom settings. However, the majority believed there would be no default
settings for immersive learning environments, as learners could define their own environments based on various themes
and preferences. One student commented, “In the future, I think everyone will have their own personalized learning
space—like a room designed specifically for their goals and interests” (Student 10). Another student envisioned, “a
collaborative space where learners from different countries can meet virtually to practice languages together” (Student
16). Table 1 shows four students’ artifacts depicting their ideal language learning environments, illustrating diverse
preferences such as gamified settings, culturally immersive scenarios, and Al-integrated tools.
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Figure 1. Examples of students’ artefacts (student 02, 03, 08, and 10).
5. Conclusions and Implications

The findings of this study made contributions to the understanding of language learning in immersive learning
environments within the metaverse, with a particular focus on learners’ perceptions. By analysing artifacts created by
postgraduate students and conducting focused group interviews, the study revealed key insights into how students
perceive and engage with immersive technologies. VR was highlighted as a critical tool for contextual and experiential
learning, allowing learners to practice language skills in real-life scenarios, such as interacting in a virtual restaurant or
navigating a virtual airport. This aligns with previous research emphasising the role of VR in bridging the gap between
theoretical learning and practical application (). Additionally, the use of NFTs as motivational rewards was seen as a
novel way to sustain engagement, with students responding positively to gamified incentives that offer tangible,
personalised achievements. Al-driven interactions with NPCs also emerged as a valuable feature, as they provided
learners with a safe and adaptive environment for language practice, reducing anxiety and fostering confidence.

The findings have several implications for instructional design and metaverse-based educational strategies. For
example, student-centered design is critical in developing virtual learning environments that align with learners’ needs
and preferences.

Despite of the implications, the study is not without limitations. First, the sample size of 19 postgraduate students is
relatively small, which may limit the generalisability of the findings. Future research could involve larger and more
diverse groups of participants. Second, the study relied on qualitative data from artifacts and interviews, which, while
rich in detail, may be subject to interpretive biases. Triangulating these findings with quantitative data, such as pre- and
post-assessment scores, could provide a more comprehensive understanding of the impact of immersive learning
environments on language acquisition. Future research should continue to explore the evolving role of the metaverse in
education, addressing its challenges and leveraging its opportunities to create inclusive and impactful learning experiences.

The study also revealed areas that require further exploration. For instance, while most students embraced VR, NFTs,
and Al-assisted learning, only a small percentage found value in generated avatars or traditional classroom settings within
the metaverse. This suggests that learners may prioritise functionality and interactivity over aesthetic or conventional
elements.
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Al-Driven Educator Persona Generation: An Intelligent Framework for

Personalized Online Course Video Production

Jin-Huang QUE?, Ya-Qi KONG?, Xiao-Rong YU?, Xu CHEN'"
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Abstract: Artificial intelligence technologies powered by large language models are revolutionizing educational content
creation. We propose a novel framework for personalized educational video generation that leverages Al-generated
content (AIGC) to address diverse learning needs. Our three-module system integrates semantic-adaptive content
transformation, identity-preserving vocal synthesis, and pedagogically-responsive visual synthesis to create customized
virtual educator experiences. Experimental results demonstrate that contextually-aligned virtual teacher personas
significantly enhance student engagement and learning outcomes while reducing knowledge gaps between learners with
varied baseline abilities. This framework maintains low cognitive load requirements while improving knowledge retention

and transfer, establishing a promising foundation for personalized education in the Al era.

Keywords: personalized educational video generation, generative artificial intelligence, contextually-aligned virtual
teacher

1. Introduction

The integration of artificial intelligence with educational technology has transformed knowledge dissemination, yet
many digital platforms continue employing standardized approaches that fail to address diverse learning preferences (Cao
et al., 2023). This one-size-fits-all model persists despite evidence that personalization significantly improves learning
outcomes. OECD's PISA 2022 assessment reveals only 51% of students can effectively evaluate online educational
resources (OECD, 2024), highlighting the urgent need for sophisticated Al-driven educational approaches.

Conventional adaptive learning systems operate within limited parameters that inadequately capture the complexity
of human learning processes, resulting in suboptimal knowledge transfer (Kabudi et al., 2021). To address these
limitations, we present an integrated Al-driven framework that generates personalized educational videos through virtual
teacher personas.

Our approach combines semantic-adaptive content transformation using large language models, identity-preserving
vocal synthesis, and pedagogically-responsive visual synthesis with appropriate nonverbal communication elements. This
framework dynamically aligns virtual teacher characteristics with both subject matter and learner preferences to enhance
engagement and knowledge retention.

This research demonstrates how advanced generative Al can create contextually appropriate learning experiences
that enhance knowledge acquisition while reducing cognitive disparities among diverse learner populations—contributing

to educational platforms that effectively address personalization challenges in increasingly digital learning environments.
2. Framework for Generating Personalized Educational Videos

Developing effective personalized educational videos presents three critical challenges: appropriate content

generation, coherent narrative construction, and engaging teacher persona design. Our framework addresses these
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challenges through a novel integration of multimodal Al technologies across three interconnected modules, as illustrated
in Figure 1.

Semantic-Adaptive Identity Preserving Pedagogically-Responsive
Content Transformation Vocal Synthesis Visual Synthesis

Extraction of Virtual teacher
Pedagogical Content draracteristic
Pedagogical Tnput
materials

Virtual teacher

characteristic profiles DeepSeek-R1

Figure 1. A personalized educational video generation framework consisting of three modules.
2.1 Semantic-Adaptive Content Transformation Module

This module transforms teaching materials to match each virtual teacher's preferred teaching methods through a
structured process. The system begins by processing two inputs: original teaching content and the virtual teacher's profile
listing preferred teaching approaches (problem-based learning, storytelling, etc.).

The content analysis breaks down materials into knowledge units, identifying concepts, supporting details, examples,
and assessment questions. Natural language processing creates concept maps showing relationships between ideas. The
module then matches teaching methods from the virtual teacher's profile with specific content restructuring patterns—
transforming content into scenarios for problem-based learning, narrative structures for storytelling teachers, or debate
points for discussion-focused instructors.

Using DeepSeek-R1, the transformation process preserves key information while adapting presentation style,
sequence, and emphasis to match the virtual teacher's natural teaching approach. The module maintains appropriate
difficulty levels and learning progression while producing teaching material that feels authentic to each virtual teacher's
style.

2.2 ldentity-Preserving Vocal Synthesis Module

Our speech generation component employs Amphion model (Zhang et al., 2024) to create authentic educator vocal
identities with crucial paralinguistic features essential for effective knowledge transmission. This module's distinctive
contribution comes from its handling of prosodic elements that convey pedagogical intent—emphasis patterns, rhythmic
variations, and emotional modulations that signal conceptual importance.

By preserving these subtle communication aspects while enabling historical figures to deliver contemporary content
in multiple languages, our system creates a cognitive bridge between learner expectations and educational material. This

cross-modal consistency enhances content authenticity and cognitive processing throughout the learning experience.
2.3 Pedagogically-Responsive Visual Synthesis Module

The visual synthesis module uses Hallo2 (Cui et al., 2024) with Latent Diffusion Models (Rombach et al., 2022) to
create visually coherent educational presentations. Operating in latent space rather than pixel space reduces computational
complexity while maintaining high performance across critical metrics including Frechet Inception Distance, Fréchet

Video Distance, and synchronization consistency.
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Hallo2 processes semantic text labels to dynamically adjust facial expressions and head movements corresponding
to specific pedagogical moments. This allows virtual teachers to express enthusiasm when introducing key concepts,
adopt contemplative demeanor when explaining complex ideas, or display encouraging expressions during challenging
material. The system's multilingual support ensures broad applicability across diverse educational contexts.

The integration of these three specialized modules creates a comprehensive pipeline for producing educational videos
that are both personalized to student preferences and pedagogically optimized—establishing a new paradigm for Al-

enhanced educational content that addresses fundamental limitations of conventional online learning approaches.

3. Experiment Design and Results

3.1 Experiment Design

We conducted a controlled experiment to evaluate how different virtual teacher personas affect learning outcomes
and cognitive load. Using a randomized design with three treatment groups, participants engaged with identical course
content on Confucian thought presented by different virtual teachers: Confucius , Albert Einstein, and a generic 30-year-
old Chinese male teacher, as shown in Figure 2.

Participants completed pre-test assessments to establish baseline knowledge, viewed their assigned virtual teacher
lecture, and then completed post-tests measuring: learning retention (recall and comprehension of lecture content),
learning transfer (application of concepts to novel scenarios) and cognitive load (mental effort expended during learning).

MAFHELEBHEBER-BRILFM—E RRAFREROAT-FEIRRSSE BRAFREROHE-FUMREE

Virtual Teacher - Confucius Virtual Teacher - Einstein Virtual Teacher - Zhang
Figure 2. Virtual teacher videos utilized in the experiment.
3.2 Analysis of Experimental Results

Our study included 90 participants evenly distributed across three virtual teacher conditions. Pre-test results
(maximum: 9) showed a mean score of 7.11, indicating moderate baseline knowledge of Confucian thought. Cognitive
load measurements averaged 9.92 (out of 25), with only 10% of participants reporting high cognitive load, suggesting
minimal mental burden across conditions.

Post-test assessments revealed strong learning outcomes: mean scores of 8.17 (out of 10) for learning retention and
3.61 (out of 7) for learning transfer. Analysis by knowledge level uncovered a notable convergence effect—participants
with lower pre-test scores showed greater improvement, resulting in more homogeneous post-test performance: the low-
knowledge group (0-6 points, n=29) achieved mean learning retention and transfer scores of 7.59 and 3.34; the medium-
knowledge group (7-8 points, n=33) scored 8.52 and 3.60; and the high-knowledge group (9 points, n=28) scored 8.39
and 3.89.

Most significantly, despite variations in pre-test scores across groups, participants viewing the Confucius virtual
teacher achieved the highest learning retention, as shown in Figure 3. This finding is particularly notable given that the
Confucius group did not have the highest baseline knowledge. The contextual alignment between Confucius and
Confucian philosophy appears to have created cognitive resonance that enhanced learning effectiveness, suggesting that

strategic matching of virtual teacher characteristics to course content optimizes learning outcomes.

58



Kong, S. C,, Lan, Y. J., Zhao, J. H., Song, Y. J., & Mitrovic, T. (Eds.). (2025). Proceedings of the 3rd International
Conference on Metaverse and Artificial Companions in Education and Society. Hong Kong: The Asia-Pacific Society for
Computers in Education.

Virtual Teacher - Confucius Virtual Teacher - Einstein Virtual Teacher - Zhang

ognit Retention Transfer Pre Cognitive  Retention Transfer Pre Cognitive  Retention Transfer
<<<<<<<<< it load of leaming o leamning assessment Io: ofleaming  of leaming assessment [ ofleaming  of learning

Figure 3. Average experimental scores of participants grouped by the virtual teacher's image in the video.
4. Conclusions and Future Perspectives

Our Al-driven framework advances personalized education by integrating large language models, speech synthesis,
and video generation to create tailored virtual teaching experiences. By aligning virtual teacher characteristics with subject
matter and learner preferences, we enhance engagement and learning outcomes.

Experimental results demonstrate that our approach reduces knowledge gaps between students with varying baseline
abilities while maintaining low cognitive load. Notably, the superior performance observed with contextually-aligned
virtual teachers (Confucius teaching Confucian philosophy) highlights the importance of strategic persona-content
matching beyond mere visual customization.

However, the framework still has three primary limitations: lack of real-time responsiveness to student confusion;
constrained domain-specific adaptability across different subject disciplines; and the need for robust ethical data
governance to protect student information and ensure educational equity.

As Al capabilities continue to advance, thoughtfully integrating these technologies into educational contexts promises
to transform teaching and learning in the digital age, creating more engaging, accessible, and effective educational
experiences for diverse learners worldwide.
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Abstract: This study aims to investigate the effects of augmented reality (AR) activities, designed based on daily life
context, on the memory of individuals with schizophrenia. A total of 25 participants were recruited and screened using
the Mini-Mental State Examination (MMSE, >24 points) before being assigned to either the experimental or control
group. The experimental group underwent six weeks of AR memory training based on daily life context, and the
intervention outcomes were assessed using a Contextual Memory Test (CMT). The results indicated no significant
difference in MMSE scores between the two groups. However, a non-parametric analysis of the pre- and post-test results
of the CMT revealed a significant difference (p = 0.006), with a large effect size (Hedges’ g = 1.2), suggesting a
substantial improvement in memory. Additionally, participants showed improvements in work performance and attention.
Nonetheless, AR interventions should consider potential risks of dizziness or seizures, which may be mitigated by reducing
display brightness and minimizing rotational effects. In conclusion, this study supports the effectiveness of AR in

enhancing memory in individuals with schizophrenia, contributing to their social adaptation.

Keywords: augmented reality, schizophrenia, memory, daily life context, occupational therapy
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The Effect of Al-Assisted Technology on Students' Mandarin Speaking

Proficiency
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Abstract: This study aims to explore the effects of Al-assisted technology on Mandarin-speaking proficiency and speaking
anxiety in language learning. The study adopted a case study approach, involving five Mandarin learners. During the
experiment, five participants attended in an eight-session speaking course over two months. The first four weeks followed
a traditional teaching method, and the later four weeks we integrated Al-assisted speaking training into the curriculum.
The Al system incorporated course-related exercises and provided real-time feedback to the learners. Evaluations were
conducted before and after each phase to define the effectiveness of Al-assisted teaching on speaking performance and
anxiety. The findings indicate that incorporating Al technology into speaking courses has practical implications. The
results of this study can be a reference for future applications of Al technology in conjunction with traditional Mandarin-

speaking instruction.

Keywords: Mandarin teaching, speaking courses, Al-assisted instruction, Mandarin speaking skills, speaking anxiety
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The Impact of Voice-Based Embodied English Chatbot on Learners' English

Learning Motivation
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Abstract: This study explores artificial intelligence in language learning, focusing on the impact of embodied voice agents
on English learning motivation. An interactive system with real-time chat functions was developed to support English
practice. Participants were students from a university in northern Taiwan, completed pre- and post-tests of the English
Learning Motivation (ELM) Scale. The experimental group, using an embodied chatbot, and the control group, using a
non-embodied chatbot. The experimental group advanced in attitude toward learning English, desire to learn English and
overall ELM, while the control group has no significant across all dimensions. Between-group differences were found
only in desire to learn English, with no significant differences in other dimensions. These findings suggest embodied
chatbots enhance motivation, particularly in attitude and desire, though the unique effect of embodiment requires further

exploration.

Keywords: English Learning Motivation, Embodied Chatbots, Generative Artificial Intelligence, Language Learning

1. Introduction

As the learning environment for English as a second language is gradually improved, many students still lack
confidence and have low participation in real oral communication environments, indicating that there are still challenges
in improving their willingness to express themselves orally and their confidence in communication (Su, 2021).

According to the research results of Mayer et al. (2003), the humanized characteristics of embodied teaching agents
(such as natural voice and affinity) can effectively reduce cognitive load, allowing learners to devote more cognitive
resources to in-depth processing of information, thereby improving learning outcomes.

However, research on the embodiment of such applications within English language teaching contexts remains
relatively limited. Therefore, this study aims to develop a voice-based embodied English learning system and investigate:
Does this system significantly impact university students' English learning motivation? It also seeks to provide new
perspectives and approaches for English language teaching, fostering students' confidence and expressive abilities in
spoken communication, while offering empirical evidence for future instructional design, ultimately enhancing students'

overall proficiency in English.

2. Literature Review

2.1. Embodied Chatbots and Generative Artificial Intelligence (GenAl)

Embodied chatbots, incorporating humanized features like voice and visual cues, enhance learners’ social presence,
supporting interactive learning in language acquisition (Mennecke et al., 2010). Huang et al. (2022) highlighted chatbots’
technological affordances (timeliness, personalization) and pedagogical uses (interlocutors, simulations) of chatbots,

noting their ability to simulate natural dialogues and improve speaking proficiency through interactive practice. However,
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technological limitations and novelty effects may reduce long-term effectiveness. De la Vall and Araya (2023)
emphasized Al language tools’ personalized learning and cultural exposure benefits, yet highlighted their lack of
embodied interaction, limiting social engagement in EFL settings. Pan et al. (2024) introduced ELLMA-T, an LLM-based
embodied agent in social VR, enabling contextualized role-plays and dynamic feedback to enhance EFL speaking skills.

2.2. English Learning Motivation

Motivation is crucial for English as a Foreign Language (EFL) learning, shaping persistence and outcomes (Gardner,
1985). Gardner (1985) Attitude/Motivation Test Battery (AMTB) defines motivation via attitude toward learning English
(ALE), motivational intensity (MI), and desire to learn English (DLE). Tai and Chen (2024) found that GenAl chatbots
like CoolE Bot enhance engagement and sustained dialogue, boosting learners’ motivation to interact. Zhang and Wang
(2023) showed that motivation predicts academic performance, with low agreeableness amplifying this effect. Ebadi and
Amini (2024) reported that embodied chatbots’ social presence fosters enthusiasm and engagement in EFL learning.

3. Method

3.1. System Usage Scenarios

The voice-based embodied English chatbot system developed by the concept of instant messaging in chatrooms,
allowing students to create different chatrooms to practice conversations on different topics. During practice, users can
input their responses through either voice recording or text typing. Additionally, they can replay the chatbot's replies
multiple times to improve their pronunciation. Upon completing a conversation topic, users can review past chat records
to enhance their English communication skills.

By leveraging predefined rules configured within the OpenAl Assistants API, the chatbots can adopt different roles
based on the learning objectives, thereby enhancing students' communication skills and interactive learning experience.

3.2. Participants and Experimental Design

This study adopted a quasi-experimental design, involving 66 students from two university English classes in
northern Taiwan. One class (n=35) served as the control group (CG), and the other (n=31) as the experimental group
(EG). All participants provided informed consent, with English proficiency levels ranging from A2 to B1 (CEFR). The
EG interacted with an embodied voice chatbot, featuring facial expressions, real-time audio responses, and Al-driven
replayable feedback. The CG interacted with a non-embodied chatbot, where the left side of the chat information panel
did not feature an embodied display.

Preparations included teacher interviews and design of conversational themes and prompts. Both groups practiced
dialogues in class and selected topics for extra practice outside class, as shown in Figure 1.

= - " |
5 TrANAwEE Phase ‘
|
i — _
LN

Figure 1. Embodied Chatbot Interface and Classroom Activity Design
3.3. Research Measurement

To assess students' English learning motivation, this study used an adapted version of Gardner (1985) AMTB,
focusing on three dimensions: Attitude Toward Learning English (ALE), Motivational Intensity (Ml), and Desire to Learn

English (DLE). The scale was simplified to suit CEFR A2-B1 participants and time constraints, reducing ALE items from
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10 to 4, MI from 6 to 5, and DLE from 6 to 5. A five-point Likert scale (1 = strongly disagree, 5 = strongly agree) was

employed. The adapted scale assessed motivation differences between the experimental and control groups.

4. Results

For English learning motivation, EG showed significant improvements in ALE, DLE, and overall when compared to
pre-test results, with p-values of .007, .020 and .012(p=.007<.01, p=.020, .012<.05), respectively, as shown in Table 1.
The CG, on the other hand, showed no significant across all dimensions, as shown in Table 2. Subsequently, a Mann-
Whitney U test was conducted to compare the EG and the CG, revealing significant superiority of the EG over the CG in
DLE, with p-value of .031 (p=.031<.05), but no significant differences in other dimensions, as shown in Table 3.

Table 1. Wilcoxon signed-rank result of ELM in EG

Dimensions Test N M SD VA D

Pretest 15.61 3.333

ALE E— 31 2.708** .007
Posttest 17.58 2.363
Pretest 18.58 3.492

MI — 31 1.717 .086
Posttest 20.13 3.233
Pretest 19.26 3.794

DLE E— 31 2.324% .020
Posttest 21.23 3471
Pretest 53.45 10.188

Overall _— 31 2.522% .012
Posttest 58.94 8.406

*p<.05, **p<.01, ***p<.001
Table 2. Wilcoxon signed-rank result of ELM in CG

Dimensions Test N M SD VA )

Pretest 15.97 2.728

ALE _— 35 1.202 229
Posttest 18.51 3.745
Pretest 19.60 3415

MI — 35 1.338 181
Posttest 54.09 8.942
Pretest 16.57 2.062

DLE —_— 35 .300 764
Posttest 19.31 3.169
Pretest 19.34 2.869

Overall — 35 1.185 236
Posttest 55.23 7.096

Table 3. Results of the Mann-Whitney of the ELM

Dimensions  Groups N  Mean Rank  Sum of Ranks Mann-Whitney U VA P

EG 31 17.58 2.363

ALE 405.000 1.797 .072
CG 35 18.51 3.745
EG 31 20.13 3.233

MI 488.000 706 480
CG 35 54.09 8.942
EG 31 21.23 3.471

DLE 377.000 2.153* .031
CG 35 19.31 3.169
EG 31 58.94 8.406

Overall 425.000 1.515 130
CG 35 55.23 7.096
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*p<.05, ¥¥p<.01, ¥**p<.00]
5. Conclusion

This study investigates the impact of embodied chatbots on English learning motivation compared to non-embodied
chatbots, addressing a gap in comparative research. The embodied chatbot significantly enhanced students’ desire to learn
English and attitude toward learning English, demonstrating the potential of embodied technology in language education.
By simulating natural interactions, embodied agents create engaging learning experiences that foster motivation. The
control group, using a non-embodied chatbot, showed no significant improvement across all dimensions, highlighting the
embodied design’s advantage in motivation. There were between-group differences only in DLE, which suggests the
unique benefits of embodiment in this dimension require more research, possibly due to the fact that the non-embodied
chatbot is not as effective.

The absence of improvement in Ml in EG, likely due to complex dialogues for beginner learners, subjective survey
items reflecting cultural modesty, or limited study duration, represents a limitation. Future research should simplify
interactions and adopt objective effort-based questions to strengthen MI and clarify embodied technology’s benefits.
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Al or Not AI, That Is a Question

Meimei WANG?, Chunlin LEI?*, Wen SHEN?®
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Abstract: This study was conducted in an English writing class at a university in the eastern part of China. Through
questionnaires and interviews, it explored learners’ usage of Al tools and their attitudes towards such usage in foreign
language writing. The study found that students generally hold a positive attitude towards using Al to assist with foreign
language writing, yet a small number of students still chose not to use Al in their writing. After conducting interviews
with them, this study categorized main reasons for students’non-usage of Al, including concerns that relying on AI may
waste the opportunity to practice and hone writing abilities, concerns that AI may cause rigid written patterns, distrust

in the writing quality provided by Al, and considerations about integrity risks.

Key Words: artificial intelligence; students’ attitudes towards the use of Al; foreign language writing
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Artificial Intelligence Education of Hong Kong Secondary Schools —

Cultivating Ethical Values

Chi Wai Jimmy LAM
Buddhist Yip Kei Nam Memorial College, Hong Kong SAR
lam@byknmec.edu.hk

Abstract: In recent years, artificial intelligence (Al) has developed rapidly. As global society continues to explore its
positioning and applications, Hong Kong s secondary education system must establish a dedicated learning and teaching
framework to suit the needs of students: “Technical Knowledge — Ethical Consideration — Social Responsibility”.
Beginning with the technical knowledge, students should understand Al's fundamental principles and the relationship
between big data, data training and Al operations. Students should recognize that Al-generated answers and decisions
may be flawed. The framework then systematically expands to ethical perspectives, using practical tools and real-world
cases to demonstrate the complexity of ethical judgement in human societies. Finally, we must broaden students’
perspectives to examine Al's societal impact and applications. Starting with legal issues it generates, enabling them to

critically analyze the social implications and the respective responsibilities of different stakeholders.

Keywords: Artificial Intelligence, Ethical Consideration, Values, Secondary Education
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Developing a Family AI Book Talk Companion: Leveraging Al to Improve

Parent-Child Reading Discussion Quality

Yi-Cheng TSAIY", Chang-Yen LIAO?, Tak-Wai CHAN?®
123 Graduate Institute of Network Learning Technology, National Central University, Taiwan
charlietsail1313@gmail.com

Abstract: This study examines the effects of an Al-driven family book talk system on improving the efficiency and quality
of parent-child reading interactions. Previous research shows that joint reading has positive impacts on children s reading
abilities and family relationships. However, traditional reading practices can be hampered by communication barriers
and external distractions, which lower participation willingness. In response, this study proposes a Family AI Book Talk
Companion System grounded in a structured dialogue process, integrating large language models (LLMs) and dialogue
generation techniques to boost interaction quality and engagement. The findings reveal that the system effectively
enhances the structural organization and quality of reading discussions, while also increasing participants’ sense of
involvement and willingness to read as a family. Future research directions include strengthening Al-based facilitation

strategies and diversifying feedback mechanisms.

Keywords: Al Book Talk Companion, Family Book Talk, Book Talk Chatbot, Family Reading

1. Introduction

Chambers (1985) proposed the concept of “Book Talk,” emphasizing the importance of expressing ideas and
engaging in discussion. However, such practices are not common in parent-child reading contexts. While joint reading
can enhance children’s language development, cognitive skills, and emotional bonds (Bus et al., 1995), modern families
often face time constraints that limit the time available for reading. Additionally, a lack of effective guidance, such as
insufficient questioning techniques or the absence of scaffolding strategies, further reduces the frequency and quality of
reading sessions (Bingham, 2007; Hindman & Morrison, 2012). Additionally, communication barriers and external
distractions further impede meaningful engagement. To address these challenges, this study introduces a Family Al Book
Talk Companion System that leverages natural language processing to structure and guide discussions, improving

interaction quality and deepening parental involvement in children’s reading experiences.
2. System Design and Application

This Al-based system aims to improve the quality of parent-child reading interactions through a structured approach.
The system architecture comprises three main components: the user interface, the Al dialogue engine, and the data
processing and analysis module. 1) User Interface: A web-based application accessible via tablets and computers,
designed to minimize disruptions during reading activities. 2) Al Dialogue Engine: Integrates GPT-4, semantic
understanding, and Web Speech API to support speech recognition and natural conversation. This reduces the need for
manual text entry, thereby lowering barriers to parent-child interactions. 3) Data Processing and Analysis Module: Gathers
interaction data and performs semantic analysis to generate feedback and reports for further use.

The reading interaction process is divided into three stages: pre-reading preparation, during-reading interaction, and
post-reading discussion. In the preparation phase, the system suggests themes and offers scenario-based prompts to spark

interest. During reading, it employs guided, open-ended, and goal-oriented questioning strategies, paired with narrative
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and associative prompts, to encourage deeper conversations. In the post-reading phase, it facilitates reflection and parent-
child communication, enriching the overall reading experience. Acting as an interactive coordinator, the Al system helps
reduce communication barriers, providing structured dialogue guidance for more meaningful discussions. Moreover, it
records and analyzes these interactions to produce a “Parent-Child Book Talk Report,” highlighting key insights and
future activity suggestions to help families continually refine their reading quality.

3. Preliminary Results

A preliminary exploration was conducted to optimize the design and functionalities of the proposed system. Ten pairs
of participants—with no prior system exposure—uwere recruited to simulate parent-child interactions, ensuring unbiased
feedback.

In a single-session evaluation, 92.9% of participants indicated a willingness to continue using the system, citing its
effectiveness in reducing communication barriers and improving interaction flow. In terms of overall satisfaction, 64.3%
were highly satisfied, 28.6% were satisfied, and 7.1% were neutral. Regarding enhanced reading engagement, 35.7%
strongly agreed that the system added enjoyment to reading, 50% agreed, and 14.3% observed no significant change,
suggesting potential areas for increasing entertainment value.

Most participants reported improved structure and organization in book discussions, thanks to features like book
recommendations, guided questions, and detailed interaction logs. Furthermore, 50% strongly agreed and 42.9% agreed
that the system improved comprehension of the reading material, demonstrating its potential to deepen understanding.

Nonetheless, participants recommended further personalization and entertainment features, including richer voice
interactions, more expressive feedback, and diverse questioning styles (e.g., humorous or creative prompts) to elevate the
fun factor. Suggestions also included refining the book recommendation module to better match individual reading levels
and interests. Future work should therefore enhance Al-driven personalization and entertainment elements, expand
sample sizes, and conduct long-term usability testing to validate sustained effectiveness and stability. Overall, results
indicate that the system offers a promising approach to improving structure, interaction quality, and engagement in family
reading settings, laying a foundation for broader applications and future development.
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Fostering Computational Thinking and AI Literacy Through Cross-Disciplinary
STEAM Education: A Case Study of the '""AI Chameleon" Project for P.6

Students

Chi Yan WONG *, Wai Lung MUNG?, Wai Lam CHU?
123Fung Kai No.1 Primary School, Hong Kong SAR

astomwong@gmail.com

Abstract: This study examines the effects of a cross-disciplinary Al curriculum on computational thinking and artificial
intelligence literacy development among 101 fifth-grade students in Hong Kong. The instructional design incorporated
STEAM elements with formative assessment strategies, emphasizing understanding of Al technologies and responsible
usage attitudes. Pre-test measurements indicated students demonstrated significant proficiency in stepwise problem-
solving (M=3.85, p<.01) and identifying key programming elements (M=3.79, p<.01), while exhibiting comparative
weaknesses in flowchart creation (M=3.42, p<.05) and problem decomposition conceptualization (M=3.45, p<.05). Post-
implementation assessments revealed statistically significant improvements in problem decomposition (8.4%, p<.01),
algorithm design (7.6%, p<.01), and systems thinking (6.9%, p<.05). Qualitative analysis showed 65% of participants
could articulate specific limitations of Al recognition technologies, compared to 48% prior to instruction. These findings

suggest cross-disciplinary Al education effectively enhances primary students' computational thinking abilities and Al
literacy.

Keywords: Al Literacy, Self-Directed Learning, Six-step STEM Pedagogy, Computational Thinking, STEAM Education
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Harnessing Retrieved Augmented Generation for Data-Driven Learning

Eric Yu Kin CHAN
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Abstract: This paper explores the application of Retrieved Augmented Generation (RAG) in enhancing data-driven
learning among Grade 8 students. By integrating advanced Al tools like GPT, the study aims to elevate students' cognitive
abilities from lower-order thinking skills to higher-order thinking skills, as outlined in Bloom's Taxonomy. Through
project-based learning, students utilize Al to address social issues, culminating in the development of chatbots that
incorporate guided documents for more accurate responses. The findings indicate a positive shift in students’ perception

and effective use of Al in education, highlighting its potential to transform traditional learning methodologies.

Keywords: Retrieved Augmented Generation, Data-Driven Learning, Bloom’s Taxonomy, Al in Education

1. Introduction

Using pretrained Large Language Models (LLMs) offers several opportunities in education. They can assist students
in gaining insights into their problems, thereby enhancing students' creativity during project-based learning.

During the process of basic prompting with LLMs, users receive simple feedback. According to Bloom’s Taxonomy
— Cognitive Domain, this ranges from lower-order thinking skills such as remembering, to higher-order thinking skills
like creating. This suggests that students may bypass some stages necessary for developing higher-order thinking skills
when they rely on results generated by Al. This hierarchical structure reflects the increasing complexity and depth of
cognitive processes involved in learning. Lower-order thinking skills involve basic recall and comprehension, while
higher-order thinking skills require more sophisticated cognitive abilities, including critical thinking, problem-solving,
and the ability to synthesize and generate new ideas. (Anderson, 2001)

BLOOM'S TAXONOMY — COGNITIVE DOMAIN (2001)

‘ CREATING

EVALUATING
Examine information and make judgment:

HIGHER-ORDER
THINKING SKILLS

ANALYZING

LOWER -ORDER
THINKING SKILLS

L

Figure 1. Bloom’s Taxonomy — Cognitive Domain

This study aims to enhance student cognition level through Retrieved Augmented Generation. The lessons were
designed to help students apply, analyze, and evaluate data to improve their thinking skills. Students engaged in project-
based learning using Al for social good by creating chatbot.

2. Experience of using GPT in Grade 8 students

To understand the use of GPT among grade 8 students, a survey was conducted at the beginning of the school year.
A total of 187 grade 8 students completed the survey. The results showed that 83% of students had used GPT before the
start of the school year, and 66% of students used GPT for learning. However, some students provided feedback on why
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they do not use GPT for learning. They stated that using GPT feels like cheating and does not help with learning new
things. It is hoped that, with the adoption of hew teaching methods, students will recognize the potential benefits of Al in

education and its positive impact on society.
3. From Prompt Engineering to Retrieved Augmented Generation

Grade 8 students may lack knowledge about effective practices for using GPT through well-constructed prompts.
They might use simple ideas in their prompts. The lesson was dedicated to building experience in creating good prompts.
Elements such as persona, objective, audience, context, and boundaries were introduced and practiced using GPT.

A project titled “Al for Social Good” has been assigned as a group task to be completed within this school year.
Students are expected to identify a topic of personal relevance related to this issue. They will utilize GPT to explore
potential solutions for the chosen topic. This approach aims to provide students with insights that may assist in developing
viable solutions.

Subsequently, students have endeavored to address their identified issues by developing a chatbot. This chatbot does
not rely solely on user prompts; instead, students are required to provide guided documents as references for GPT to
generate responses. Figure 2 illustrates an online development tool designed to assist students in building a chatbot using
Retrieval Augmented Generation. To enhance the chatbot's performance, students may add additional nodes to incorporate
reference documents or include logical elements to refine the predicted outcomes.

User Input @yprompt

power-@ Read Document @ytext

prompt

L]
GPT @~(esult
data(.

result~@ Results

Figure 2. Basic Retrieved Augmented Generation Structure

4. Evaluating Students' Learning Outcomes

The topic of "Al for social good" is broad. Students created various chatbots on diverse topics, leading to multiple
outcomes. They shared their ideas and solutions using sources they found, aided by RAG to present them in the chatbot.
Students were inspired by each other's presentations. Project completeness is one of the assessment criteria. Teachers
evaluated their learning process using students’ submitted reference resources, Al flow design, GEN Al adoption, chatbot

design, and teamwork.
5. Conclusion

Through this learning process, students must apply information in new situations and analyze and evaluate the
performance of the chatbot they have built. This approach assists students in progressing from lower-order thinking to
higher-order thinking. Students achieved recognition for their participation in generating results by evaluating predicted
outcomes through their contributions (their reference documents). This participation can enhance students' learning
experiences by exposing them to new concepts and knowledge.
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Learning for Good: Exploring Co-Creative Interdisciplinary Learning in the

Era of Generative Al

Ka Ki Spike HO", Tse Shan Suzanne SUEN?"
12 Buddhist Sum Heung Lam Memorial College, Hong Kong SAR
3 Association of I.T. Leaders in Education (AiTLE), Hong Kong SAR
spikeho0083@gmail.com, kkho@bsc.edu.hk

Abstract: With the rapid advancement of generative artificial intelligence (Al) technologies, our school has responded
to the Hong Kong Education Bureau's initiative to promote STEAM and Al education by designing and implementing an
innovative interdisciplinary program titled “Co-creative Learning.” This program aims to enhance students’ linguistic
thinking and creativity. Beginning with basic prompt engineering, students progressively master image generation
techniques using Stable Diffusion and extend their learning to creative activities that integrate Chinese culture and
writing. The curriculum emphasizes the transformation from technological understanding to creative application,
adopting inquiry-based and project-based learning approaches to foster students’ problem-solving skills. In the featured
activity “If I Were in an AI Parallel Universe, ” students combine Al-generated images with expressive writing to portray
their emotions and imagined worlds through personal associations and creative thinking.

The program also encourages students to reflect on the ethical implications of Al in cultural preservation and creative
practices, fostering positive values and a responsible attitude toward emerging technologies. This prepares students for

future learning and life in an Al-driven society.

Keywords: Generative Al; Prompt Engineering; STEAM Education; Interdisciplinary Learning; Stable Diffusion
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Minecraft Metaverse: Transforming STEAM Education Through Interactive,

Game-Based Learning for Enhancing Student Engagement and Skill Acquisition

Manpreet SINGH!
The Education University of Hong Kong, Hong Kong SAR
manpreet@eduhk.hk

Abstract: This research examines the use of Minecraft Education Edition as an immersive Metaverse platform for
creating student-centered classrooms where undergraduate students engage in game-based learning for STEAM
Education. During a three-hour lesson, students navigate a virtual world, completing various tasks and quests through
their digital avatars, which fosters an interactive and engaging learning environment. Instructor also participate as an
avatar, enhancing collaboration and facilitating real-time interactions. To monitor student progress and provide timely
interventions, students are required to capture screenshots of their completed activities and share them on a visual
collaboration platform called Miro. This approach not only documents student achievements but also encourages
accountability and reflection. Furthermore, student engagement is assessed by observing avatar movements within the
virtual space, offering insights into participation levels. Findings indicate that Minecraft Education Edition effectively
serves as a Metaverse by providing an immersive, interactive environment that promotes active learning and
collaboration. This study highlights the potential of game-based learning in higher education, suggesting that such
platforms can enhance student engagement, facilitate skill acquisition, and transform traditional teaching methods. The
implications for future educational practices and the integration of immersive technologies in curriculum design are also
discussed.

Keywords: Metaverse, Minecraft Education Edition, Game-based Learning, STEAM Education

1. Introduction

The traditional teaching methods in STEAM Education (Science, Technology, Engineering, Arts, and Mathematics)
often rely on passive learning approaches (Park and Kim, 2022), which may not effectively engage students and promote
active learning. The integration of immersive technologies, such as virtual reality (VR) and augmented reality (AR), has
the potential to create interactive and engaging learning environments that promote student-centered learning. Minecraft
Education Edition, a specialized version of the game with additional features tailored for STEM subjects, has been shown
to enhance learning, engagement, and collaboration among secondary students through project-based learning activities
(Callaghan, 2016) is a popular game-based learning platform that has been used in the present work to implement STEAM
education.

2. Methodology

This study used a qualitative approach to examine the use of Minecraft Education Edition as a Metaverse platform
for STEAM education. A three-hour lesson was designed for undergraduate students, where they navigated a virtual world,
completing various tasks and quests through their digital avatars. The instructor also participated as an avatar, enhancing
collaboration and facilitating real-time interactions. Students were required to capture screenshots of their completed
activities and share them on a visual collaboration platform called Miro. This approach not only documented student

achievements but also encouraged accountability and reflection.
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3. Results

The findings of this study indicate that MEE effectively serves as a Metaverse by providing an immersive, interactive
environment that promotes active learning and collaboration. Students demonstrated high levels of engagement and
participation, with their avatar movements indicating a high level of activity within the virtual space. The use of MEE
also facilitated skill acquisition, with students demonstrating a deeper understanding of complex concepts and principles.

4. Discussion

This study highlights the potential of game-based learning in higher education, suggesting that such platforms can
enhance student engagement, facilitate skill acquisition, and transform traditional teaching methods. The findings of this
study have implications for future educational practices and the integration of immersive technologies in curriculum
design. Educators can use MEE as a Metaverse platform to create student-centered classrooms that promote active
learning, collaboration, and engagement.

-
Completion Certificate Science Education Immersive 3D environment

5. Conclusion

In conclusion, this study demonstrates the potential of Minecraft Education Edition as a Metaverse platform for
STEAM education in agreement with Singh and Sun (2025). The findings of this study highlight the importance of game-
based learning in higher education and suggest that such platforms can transform traditional teaching methods. Educators
can use Minecraft Education Edition to create interactive and engaging learning environments that promote student-
centered learning and facilitate skill acquisition. These findings also agree with Caldas et al., 2024, which show that this
Minecraft Education Edition is able to promote positive academic engagement and achievement among students.
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Practical Experience of Artificial Intelligence + Digital Education in Integrating

Learning and Teaching in Primary Schools

Ka Man WAT?, Oi Yuen CHENG?, Long Yuen YU®, Ching Long NGAN*
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Abstract: Since 2016, our school has been promoting the programmed curriculum of digital education and planning
school-based Artificial Intelligence (Al) education in 2018 to cope with the needs of technology education and social
development. This paper explores the application of Al+ in digital education with the goal of enhancing students'
technological literacy, creativity, and responsible attitudes towards the use of technology. The integration of Al
technology can significantly enhance learning effectiveness and motivation.

Keywords: Artificial Intelligence, Digital Education, Learning and Teaching
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Promoting Technological Innovation Education in K-12: Cultivating Artificial

Intelligence, Metaverse, and Innovative Thinking

Fu Yuen CHUNGY, Po Chi TU>"
.2Concordia Lutheran School, Hong Kong SAR
pel3hk@gmail.com, pciu@cls.edu.hk

Abstract: This paper explores how to integrate artificial intelligence and metaverse education at the K-12 education
stage to cultivate students' innovative thinking. Based on Piaget's cognitive development theory and Kolb's experiential
learning theory, combined with Papert's constructionism and design thinking, an interdisciplinary innovation curriculum
framework is established. Through three main implementation strategies: "Artificial Intelligence Education," "Mixed
Reality Learning," and "Computational Thinking Curriculum," along with the "Think-Creative-Day" outcome display
and business-school collaboration model, students can apply technology to solve problems in real-life situations. This
blended educational model not only cultivates students’ abilities to face the future but also encourages them to actively
participate in innovative practices, preparing a competitive new generation of talents for the digital age.

Keywords: Artificial Intelligence Education; Metaverse Education; Design Thinking; Experiential Learning; Business-
School Collaboration
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Using Metaverse Cospace to Design a Virtual Church Tour

Ka Yin CHAN
Sacred Heart Canossian School, Hong Kong SAR
¢_chan@shcs.edu.hk

Abstract: The widespread adoption and evolution of virtual reality (VR) technology has significantly expanded
opportunities for the application of technology in education. Traditionally, virtual education courses have focused on
"field trips," allowing students to experience virtual representations of locations that were previously only accessible
through flat images. Teachers have used canned VR content to conduct virtual lessons for students. The author designed
a course combining VR technology with programming skills, enabling students to understand VR technology and learn
how to create virtual reality environments. This course encourages students to design and produce interactive processes
themselves, transforming them into Makers—actively building, executing, and repeatedly refining their plans while
learning, rather than passively experiencing someone else's creations (like viewing canned videos). By applying VR
technology, the course broadens students' learning horizons. This particular project not only allows students to create
virtual environments but also helps them understand Hong Kong's historic architectural landmarks—such as Catholic
churches. Through a first-person perspective, students introduce the unique features of these churches. Each student adds

their own interactive elements to the virtual environment, showcasing their individual creativity.

Keywords: Virtual environment, programming, computational thinking, creativity, church
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